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Université Blaise Pascal:
A. Baldit, V. Barret, N. Bastid, G. Blanchard, J. Castor, P. Crochet, F. Daudon, A. Devaux, P. Dupieux,
P. Force, S. Grigoryan16

�
, F. Guerin, R. Guernane, C. Insa, F. Jouve, J. Lecoq, F. Manso, P. Rosnet,

L. Royer, P. Saturnini and G. Savinel.



iii

Columbus, USA, Department of Physics, Ohio State University:
T.J. Humanic, I.V. Kotov, M.A. Lisa, B.S. Nilsen and D. Truesdale.

Columbus, USA, Ohio Supercomputer Center:
D. Johnson.

Copenhagen, Denmark, Niels Bohr Institute:
I. Bearden, H. Bøggild, C.H. Christensen, J.J. Gaardhøje, K. Gulbrandsen, B.S. Nielsen and G. Renault.

Cracow, Poland, Henryk Niewodniczanski Institute of Nuclear Physics, High Energy Physics
Department:
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Frascati, Italy, INFN Laboratori Nazionali di Frascati:
N. Bianchi, G.P. Capitani, G. Conesa Balbastre, E. De Sanctis, P. Di Nezza, A. Fantoni, C. Hadjidakis,
D. Hasch, V. Muccifora and F. Ronchetti.

Gatchina, Russia, St. Petersburg Nuclear Physics Institute:
Ya. Berdnikov, V. Ivanov, A. Khanzadeev, N. Miftakhov, V. Nikulin, V. Polyakov, E. Rostchin,
V. Samsonov, O. Tarasenkova, V. Tarakanov and M. Zhalov.

Grenoble, France, Laboratory for Subatomic Physics and Cosmology (LSPC) � � :
O. Bourrion, C. Furget, D. Grondin, S. Kox and J.-F. Muraz.

Havana, Cuba, Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN):
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B. Alessandro, R. Arnaldi, S. Bagnasco, G. Batigne, S. Beolé, E. Bruna, P. Cerello, E. Chiavassa,
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On leave from Universitá degli Studi di Cassino and INFN, Pisa, Italy.
26
�

On leave from Department of High Density Physics, Kiev, Ukraine.
27
�

Institute of Theoretical Physics, University of Wroclaw, Wroclaw, Poland and Physics Department,
CERN, Geneva, Switzerland.
28
�

Institute of Physics, Pedagogical University, Kielce, Poland.
29
�

Udine, Italy, Dipartimento di Fisica dell’Universita’ and Gruppo Collegato INFN
30
�

On leave from Bari, Italy, Dipartimento di Fisica dell’Università and Sezione INFN.
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1 Introduction

1.1 Physics Motivation

ALICE (A Large Ion Collider Experiment) at the LHC contains a wide array of detector systems for
measuring hadrons, leptons, and photons. ALICE is designed to carry out comprehensive measurements
of high energy nucleus–nucleus collisions, in order to study QCD matter under extreme conditions and
to study the phase transtion between confined matter and the Quark-Gluon Plasma (QGP). Discussion of
the full ALICE physics program can be found in [1, 2].

The interaction and energy loss of high energy partons in matter provides a sensitive tomographic
probe of the medium generated in high energy nuclear collisions (“jet quenching”) [3–6]. Jet quenching
measurements have played a key role at the Relativistic Heavy Ion Collider (RHIC) [7–10] and will be
central to the study of nuclear collisions at the LHC.

This addendum to the ALICE Technical Proposal describes a large acceptance Electromagnetic
Calorimeter (EMCal) that will be installed in the ALICE central detector. The EMCal enhances ALICE’s
capabilities for jet quenching measurements. The addition of the EMCal enables triggering on high en-
ergy jets, reduces significantly the measurement bias for jet quenching studies, improves jet energy res-
olution, and augments existing ALICE capabilities to measure high momentum photons and electrons.
Combined with ALICE’s excellent capabilities to track and identify particles from very low p t to high pt
the EMCal enables an extensive study of jet quenching at the LHC.

1.1.1 Jet Quenching in Nuclear Collisions

Hard (high Q2) scatterings occur in the initial stage of a high energy nucleus–nucleus collision, produc-
ing high ET partons that must traverse the bulk matter generated in the collision before fragmenting in
vacuum into a jet of hadrons. The scattered partons interact with the matter, losing energy through both
radiative [3–5] and elastic channels [11–13], with the magnitude of the energy loss depending strongly
on the density of the medium. The energy loss effectively softens the fragmentation of the jet, resulting
in suppression of high pt hadrons and enhancement of the soft jet multiplicity. The jet structure may in
addition be broadened, and its shape may be deformed by interaction with the flowing matter. Measure-
ments of jet quenching effects have the potential to probe the medium at the hottest, densest stage of the
collision.

However, jet measurements in high energy nucleus–nucleus collisions must contend with the large
background of soft hadrons in the underlying event. Jet measurements in nuclear collisions at RHIC have
therefore concentrated until now on high pt hadrons and their correlations. Fig. 1.1, left panel, shows the
large suppression of the high pt inclusive hadron yield in central 200 GeV Au-Au collisions, together with
the lack of similar suppression for direct photons [14]. This contrast, as well as comparison to hadron
production in d–Au collisions [15–18], shows that the suppression results from final state interaction
of high energy partons with dense matter generated in the collision. The curve in the figure is the
result of a radiative energy loss calculation in the few-scattering GLV approximation, which reproduces
the measured suppression for initial gluon density dN g � dy � 1100, about 30 times the density of cold
matter [19]. The figure suggests that large pt � 6 GeV � c is required to separate QCD radiative effects
from non-perturbative phenomena. Measurements of particle-identified yields have also shown a large
enhancement in the yield of baryons relative to mesons in the intermediate p t region � 2 � 5 GeV � c at
RHIC [20,21]. This has been interpreted in a parton coalescence picture, indicating an interplay between
the fragmentation of hard scattered partons and the hadronization of the bulk medium [22–24].
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Figure 1.1: Inclusive hadron suppression at RHIC. Left: Hadron and direct photon yields in central 200 GeV
Au-Au collisions normalized by p–p collision yields (figure from [25]). Right: hadron suppression as a function
of transport coefficient q̂ [26].

Fig. 1.1, right panel, shows an alternative calculation of inclusive hadron suppression based on a
multiple soft collision approximation to radiative energy loss [26, 27]. In this approach the medium is
parametrized by a transport coefficient q̂ � µ2 � λ, where µ is the typical momentum transfer and λ is the
gluon mean free path [28]. The transport coefficient is related to the energy density ε of the medium
via q̂ � cε3 � 4, with c � 2 � 10 [28]. Comparison of data in the left panel to the curve for 10 GeV
particles requires q̂ � 10 GeV2/fm. However, the inclusive suppression is seen to have little sensitivity
to q̂ over a very large range: for a sufficiently opaque medium, the inclusive yield is dominated by jets
suffering relatively little energy loss, which are those jets generated at the periphery of the collision
zone and headed outwards [28–30]. This bias fundamentally limits the sensitivity of inclusive hadron
measurements as a probe of the medium.

Expectations for inclusive hadron suppression at the LHC can also be derived from the figure by
scaling q̂ with the expected increase in initial gluon density from RHIC to the LHC, giving q̂LHC �
70 GeV2/fm [28]. A large variation in suppression is not predicted, despite the large variation in initial
density. Comparison of the suppression for 10 and 100 GeV particles shows that a large range in p t is
needed to study the logarithmic QCD evolution, which is only possible at the LHC. Overall, inclusive
hadron suppression has only weak sensitivity to properties of the medium, and much more information
can be gleaned from detailed study of jet structure.

Additional evidence for jet quenching is seen in Fig. 1.2, which shows RHIC measurements of the
azimuthal distribution of high pt hadron pairs [18]. The back-to-back correlation expected from di-
jets is seen in p–p and d–Au collisions, while the di-jet correlation is strongly suppressed in central
Au-Au collisions. In this measurement the “trigger” hadron likewise has a surface bias, meaning that
the jet recoiling against the trigger is directed towards the dense core of the collision zone. The high
pt fragments of the recoiling jet are seen to be strongly suppressed, also indicating substantial partonic
energy loss in the medium. Its energy and momentum must be conserved, however, and indeed an
enhanced correlation of low pt hadrons is seen for the recoil in central Au-Au collisions [31], with
features suggesting that the energy lost to the medium has to a large extent been equilibrated.

These measurements show clear evidence for jet quenching, but the kinematic reach at RHIC is
limited. Full reconstruction of the relatively low energy jets accessible at RHIC is difficult, due to
poor signal/background. Jet studies at RHIC therefore rely on leading hadron measurements, with the
accompanying fragmentation and geometric biases.

Nuclear collisions at the LHC will enable qualitatively new measurements of jet quenching. The
factor 30 increase in � sNN relative to RHIC corresponds to a huge increase in kinematic and statistical
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reach for hard probes, and new measurement channels become available. Most importantly, there is
copious production of high energy jets that are clearly distinguishable over background, and event-wise
jet reconstruction with reasonable energy resolution becomes possible. Recovery of a large fraction of
the jet energy will reduce sensitivity to the specific patterns of fragmentation, avoiding the strong biases
of leading particle analyses. The resulting jet sample will give a much more detailed and complete view
of partonic energy loss and the medium-induced modifications of jet fragmentation.

Guidance for the pt scale of hadron production from high ET jets arising from medium-induced
radiation can be obtained from a recent calculation which incorporates medium effects into the Modified
Leading Logarithmic Approximation (MLLA) [32]. Fig. 1.3, left panel, shows the hadron multiplicity
distribution plotted as a function of the scaling variable ξ=log 	 1 � x 
 , with x ��	 phadron

t � E jet
T 
 . Large

effects are seen in both the low pt and the high pt regions, with suppression of hard fragments (low ξ)
and a marked enhancement for the softest fragments (high ξ). The medium-induced excess for jets with
ET � 100 GeV is predicted to be large for pt � 1–5 GeV � c, matching well the unique ALICE momentum
reconstruction and PID capabilities.

Partonic energy loss will be reflected in the modification of jet observables such as jet shapes and
multiplicity distributions. Calculations suggest that the broadening of the jet multiplicity distribution pro-
vides a sensitive probe of the matter [33]. Fig. 1.3, right panel, shows the gluon multiplicity distribution
within a jet cone R � 0 � 3 as a function of momentum kt perpendicular to the jet direction. The distri-
bution from fragmentation in vacuum is shown, together with its broadening due to interactions in the
medium. A significant medium-induced enhancement is seen at kt � few GeV � c, calculated both in the
“single hard” and “multiple soft” collision approximations for radiative energy loss, ωc � 1

2 q̂L2, where
L is the path length in medium. ωc is the effective cutoff of the radiated spectrum and is proportional to
the total energy loss ∆E � αsωc.

Potentially the most detailed investigation of jet quenching utilizes the coincidence of a jet recoiling
from a direct photon. The colourless photon does not interact with the medium, providing a measurement
of the recoiling jet energy [34]. The fragmentation function can then be studied in detail on an inclusive
basis using charged particle tracking.

1.1.2 The ALICE Electromagnetic Calorimeter

ALICE is designed for measurements in the high multiplicity environment of heavy ion collisions and is
well suited for jet quenching studies. It has excellent momentum resolution for charged particles from
100 MeV � c to 100 GeV � c, covering nearly the full range of fragment momentum for the highest energy
jets accessible in heavy ion collisions. ALICE has a wide array of particle identification capabilities
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Figure 1.3: Left: MLLA calculations of the single inclusive hadron distribution as function of ξ=log 
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vacuum fragmentation compared to e � e � data and for medium-modified jet. ξ=4 corresponds to phadron

t � 2 GeV
for E jet � 100 GeV. Right: Gluon multiplicity distribution in a jet cone of radius R � 0 � 3 in vacuum and in the
medium.

which, as demonstrated at RHIC, will be crucial to understand the mechanisms of particle production
from jet fragmentation and hadronization of the bulk medium.

The EMCal will complete ALICE’s capabilities to measure jet quenching. The most important fea-
tures of the EMCal are an efficient and unbiased fast trigger (Level 0/1) for high energy jets, and mea-
surement of the neutral portion of jet energy. Jet measurements based solely on charged particle recon-
struction are subject to large measurement biases. This bias puts severe limitations on jet quenching
studies, since it is precisely the modification of jet structure that is the observable. The addition of the
EMCal allows measurement of a large fraction of jet energy, thereby reducing the sensitivity of jet recon-
struction to specific jet structure and enabling a comprehensive study of jet quenching. The EMCal will
also improve jet energy resolution, and enhance ALICE capabilities to measure high p t photons, neutral
hadrons, and electrons.

Fig. 1.4 shows the annual yield for various hard processes in the EMCal acceptance, for minimum
bias Pb–Pb collisions at nominal luminosity1 . The EMCal kinematic reach for inclusive jets extends
beyond 200 GeV, while for di-jets with a trigger jet in the EMCal and the recoiling jet in the TPC
acceptance it is about 170 GeV. The γ–jet rate is statistically robust for p t � 40 GeV � c, while the yield
for inclusive electrons from semi-leptonic decays of b and c extends to p t � 25 GeV � c. Study of heavy
quark jet production is of interest because the energy loss is expected to differ from that of light quark
and gluon jets.

ALEPH [35] and STAR [36] have shown that jet measurements based on EM calorimetry and charged
particle tracking have similar energy resolution to EM and hadronic calorimetry. As will be detailed in
Section 7.3, charged particle tracking is in fact superior to hadronic calorimetry for suppressing back-
grounds to jet measurements in the high multiplicity environment of heavy ion collisions. The EMCal is
therefore an important addition to ALICE for jet quenching studies.

Full exploitation of jets as a probe of QCD matter at the LHC requires both broad kinematic reach
of jet energy and detailed measurement of jet structure, from the hardest hadronic fragments to very

1Due to the scaling of hard process cross sections and LHC luminosity with system size, similar annual yields are also
expected for lighter collision systems.
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soft fragments. Much of the interesting physics may indeed be carried by low p t hadrons, which have
the greatest sensitivity to the jet interaction with the medium. In light of RHIC measurements [20, 21],
particle identification is expected to be critical in elucidating the physics of jet quenching. The EMCal
acceptance, triggering and measurement capabilities, combined with the excellent tracking and particle
identification capabilities of ALICE, enable the most extensive measurements of jet quenching at the
LHC.
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2 Detector Design

2.1 Design Overview

The overall design of the EMCal is heavily influenced by its integration within the ALICE [1] magnet.
The EMCal is to be located inside the large room temperature solenoidal magnet of ALICE within a
cylindrical integration volume approximately 112 cm deep in the radial direction sandwiched between
the ALICE spaceframe and the ALICE magnet coils. Due to the installation of the PHOS carriage below
the ALICE TPC and the HMPID above the ALICE TPC, the EMCal is limited to a region of about
110 degrees in azimuth above the TPC adjacent to the HMPID. As discussed in Section 1,this EMCal
acceptance is well matched to ALICE physics goals.

The conceptual design of the electromagnetic calorimeter for the ALICE experiment is based on
the Shashlik technology as implemented in the PHENIX experiment [2] at RHIC, HERA-B at DESY
or LHCb [3] at CERN. The scope and basic design parameters of the proposed calorimeter have been
chosen to match the physics performance requirements of the high pt physics program.

Figure 2.1: The array of super modules shown in the installed position on their support structure.

Fig. 2.1 shows the EMCal super modules mounted in the installed position on their support structure.
A continuous arch of super modules, each spanning � 20 degrees in azimuth, is indicated. The EMCal
is positioned to provide partial back-to-back coverage with the ALICE Photon Spectrometer (PHOS)
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calorimeter. Small azimuthal gaps ( � 3 � 0 cm) are provided between super modules to facilitate instal-
lation and alignment. These gaps are positioned in line with the TPC sector boundaries. Along these
sector boundaries, there is substantial additional structural material required for the support of the TPC
and other ALICE detectors that would significantly degrade any electromagnetic measurements made in
these gaps.

The chosen technology is a layered Pb-scintillator sampling calorimeter with a longitudinal pitch
of 1.44 mm Pb and 1.76 mm scintillator1 with longitudinal wavelength shifting fibre light collection
(Shashlik). The full detector spans η = -0.7 to η = 0.7 with an azimuthal acceptance of ∆φ = 110 � . The
detector is segmented into 12672 towers, each of which is approximately projective in η and φ to the
interaction vertex.

The towers are grouped into super modules of two types: full size which span ∆η =0.7 and ∆φ = 20 � ,
and half size which span ∆η = 0.7 and ∆φ = 10 � . There are 10 full size and 2 half size super modules in
the full detector acceptance (Fig. 2.1). The super module is the basic structural units of the calorimeter.
These are the units handled as the detector is moved below ground and rigged during installation. Fig. 2.2
shows a super module with its external mechanical structure stripped away to illustrate the stacking of
modules within the super module.

Figure 2.2: ALICE EMCal super module concept.

This figure shows a full size super module with 12 � 24 modules configured as 24 strip modules
of 12 modules each. The supporting mechanical structure of the super module has been removed so
that the strip module stacking into a nearly projective geometry can be seen. The electronics integration
pathways are illustrated.

Each full size super module is assembled from 12 � 24 � 288 modules arranged in 24 strip modules
of 12 � 1 modules each. Each module has a rectangular cross section in the φ direction and a trapezoidal
cross section in the η direction with a full taper of 1.5 � . The resultant assembly of stacked strip modules
is approximately projective with an average angle of incidence of less than 2 � in η and less than 5 � in φ.
A single module and an assembled strip module is indicated schematically in Fig. 2.3

2.2 Module Design

The smallest building block of the calorimeter is the individual module illustrated in Fig. 2.3. Each
individual module contains 2 � 2 � 4 towers built up from 77 alternating layers of 1.44 mm Pb (1%

1To best account for materials in the space immediately before the calorimeter, the first layer of the detector is scintillator.
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Figure 2.3: A single 1 � 5 � taper module (right hand side) with the dimensions of the prototype shown in mm. The
left hand figure shows a single strip module comprised of 12 EMCal modules integrated onto a single strong back.

Antimony Pb) and 1.76 mm polystyrene, injection moulded scintillator. White, acid free, bond paper
serves as a diffuse reflector on the scintillator surfaces while the scintillator edges are treated with TiO2
loaded reflector to provide tower to tower optical isolation and improve the transverse optical uniformity
within a single tower.

The Pb-scintillator stack in a module is secured in place by the static friction between individual
layers under the load of an internal pressure of � 1.3 kg/cm2. The module is closed by a skin of 100 µm
thick stainless steel welded on all four transverse surfaces to corresponding front and rear stainless steel
plates. This thin stainless skin is the only inert material between the active tower volumes. The internal
pressure in the module is stabilized against thermal effects, mechanical relaxation and long term flow of
the Pb and/or polystyrene by a customized array of 5 non-linear spring2 sets per module. In this way,
each module is a self supporting unit with a stable mechanical lifetime of more than 20 years when held
from its back surface in any orientation as when mounted in a strip module. Fig. 2.4 shows a cut away
view of the back end of a single module illustrating the internal components used to sustain the module
compression and a segment of the strip module strong back.

All modules in the calorimeter are mechanically and dimensionally identical. The front face dimen-
sions of the towers are � 6 � 6 cm2 resulting in individual tower acceptance of ∆η � ∆φ � 0 � 014 � 0 � 014
at η=0.

2.2.1 Sampling Fraction

The present conceptual design incorporates a moderate detector average active volume density of � 5.68
g � cm3 which results from a � 1 : 1 � 22 Pb to scintillator ratio by volume. This results in a compact de-
tector consistent with the EMCal integration volume at the chosen detector thickness of � 20 � 1 radiation

2Bellville Washers, Rolex Inc.
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Figure 2.4: Cut away view of the back end of a single module showing the components that maintain the module’s
compression. A segment of the strip module strong back is also shown.

lengths ( � 20 � 1 X0). In simulations, this number of radiation lengths gives a maximum deviation from
linearity (due mainly to shower leakage) of � 5% for the mean energy response in the range up to 100
GeV photons which is deemed acceptable.

The energy resolution of an electromagnetic calorimeter can be parameterized as

σ � E � a � � E � b � c � E � (2.1)

where the first term characterized by the parameter a arises from stochastic fluctuations due to intrinsic
detector effects such as energy deposit, energy sampling, light collection, etc. The constant term, b,
arises from systematic effects, such as shower leakage, detector non-uniformity or channel-by-channel
calibration errors. The third term, c, arises from electronic noise summed over the towers of the clus-
ter used to reconstruct the electromagnetic shower. The three resolution contributions add together in
quadrature as indicated in Eq. 2.1. Over the lower half of the energy range of interest in ALICE, the
stochastic term dominates with the constant term increasing in significance at the highest energies.

The energy resolution for a given sampling frequency in a sampling electromagnetic calorimeter
varies with the sampling frequency approximately as σ � E ��� dSc � fs where dSc is the scintillator thick-
ness in mm and fs is the sampling fraction for minimum ionizing particles. For optimum resolution
in a given physical space and total radiation lengths, there is thus a desire to have the highest possible
sampling frequency. Practical considerations, including the total assembly labour, suggest reducing the
total number of Pb/scintillator layers thus decreasing the sampling frequency. Using the 1:1.22 Pb to
scintillator ratio described above as a compromise - a sampling geometry of Pb(1.44 mm)/Scint(1.76
mm) - detailed GEANT3 simulations yield a � � E � b% with the fit results a ��	 6 � 90 � 0 � 09 
 % and
b ��	 1 � 44 � 0 � 03 
 % over the range pt � 5 to 100 GeV � c. The simulation results are shown in Fig. 2.5.
These results are based on energy deposition only and at the moment do not include photon transport
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efficiencies or the electronic noise contribution. Some increase in the constant a is expected from photon
transport and related effects. This has been studied in test beam measurements of an early prototype of
this detector with a lower sampling frequency - Pb(1.6 mm)/Scint(1.6 mm) also shown in Fig. 2.5 - and
preliminary results are consistent with a small increase in a as shown in Section 6. This will receive
further study in forthcoming test beams with precisely the detector geometry described in this proposal.
The value of the constant term b is dominated by shower leakage in these calculations. Other systematic
effects which arise during detector fabrication and from the tower-by-tower calibration uncertainties will
increase b. The latter effect is itself of the order of 1% typically. The ongoing program of test beam
measurements is described in Section 6.
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Figure 2.5: GEANT3 simulations of the EMCal module resolution. Left: Proposed production module. Right:
Prototype test module.

The impact of detector energy resolution on the proposed physics program has been studied. While,
given the nature of the proposed physics, there is no sharp cutoff, an energy resolution for isolated
electromagnetic clusters on the order of � 12% � � E � 2% is found to be sufficient. Based on simulations
and test beam results, it is expected that the EMCal performance requirements are readily met in the
relevant pt range by the proposed sampling choice. This is discussed further in connection with first test
beam results in Section 6.

The physical characteristics of the EMCal are summarized in Table 2.1.

2.2.2 Optical System and Photo Sensors

Scintillation photons produced in each tower are captured by an array of 36 Kuraray Y-11, double clad,
wavelength shifting (WLS) fibres that run longitudinally through the Pb/scintillator stack. Each fibre
terminates in an aluminized mirror at the front face end of the module and is integrated into a polished,
circular group of 36 at the photo sensor end at the back of the module. Because the tower transverse
shape deviates slightly from square as a function of longitudinal depth, we choose a fibre pattern which
has exactly the same aspect ratio as the mechanical tower shape at a depth close to shower maximum.
This has the effect of making the fibre pattern uniform across tower boundaries when weighted by the
shower energy deposition. The properties of the selected fibres are given in Table 2.2.

The fibre bundles are pre-fabricated and inserted into the towers after the module mechanical assem-
bly is completed. A prototype fibre bundle is shown in Fig. 2.6. The 36 individual fibres are packed
into a circular array 6.8 mm in diameter and held in place inside a custom injection moulded grommet
by Bicron BC-600 optical cement. An optical quality finish is applied to the assembled bundle using
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Table 2.1: The EMCal Physical Parameters.
Quantity Value

Tower Size (at η=0) � 6.0 � � 6.0 � 24.6 cm3 (active)
Tower Size ∆φ x ∆η = 0.0143 x 0.0143
Sampling Ratio 1.44 mm Pb / 1.76 mm Scintillator
Number of Layers 77
Effective Radiation Length Xo 12.3 mm
Effective Moliere Radius RM 3.20 cm
Effective Density 5.68 g/cm3

Sampling Fraction 10.5
Number of Radiation Lengths 20.1
Number of Towers 12,672
Number of Modules 3168
Number of Super Modules 10 full size, 2 half size
Weight of Super Module � 7.7 metric tons (full size)
Total Coverage ∆φ = 110o, -0.7 ! η ! 0.7

a diamond polishing machine. At the other end of the bundle, individual fibres are similarly polished
and mirrored with a sputtered coat of aluminum and a sputtered overcoat of Al2O3 for protection of the
mirror.

Figure 2.6: A prototype EMCal fibre bundle of 36 fibres.

A number of optical studies have been completed to assess the light transmission through individual
fibres and the efficacy of the mirror applied to the fibre end at the front face of the calorimeter. In these
tests, a single optical fibre connected to a UV LED light source was used to inject light of fixed amplitude
at varying positions along the fibre. Tests were made with and without mirroring applied to the polished
fibre end and transmitted light was recorded with an Avalanche Photo Diode (APD) photosensor as a
function of position of the light injection point. Typical results are shown in Fig. 2.7. In this figure, the
APD sits at zero distance and the front face of the calorimeter, in a full detector assembly, would sit at the
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distance of approximately 33 cm. The lower curve shows the light transmission efficiency in arbitrary
units as a function of distance from the APD for a fibre without mirrored end. The upper curve shows
the effect of including mirroring on the fibre end. The response is considerably flatter with an overall
increase in efficiency in the range of about 25% in the vicinity of shower maximum (i.e. the location of
the highest energy deposition for an electromagnetic shower). Shower maximum occurs at about 26 cm
on the distance scale of Fig. 2.7. This number accounts for material immediately in front of the detector;
which ranges between 0.4 and 0.8 radiation lengths, and assumes 5.5 - 6.0 radiation lengths for shower
maximum for 10 GeV photons. At this depth in the detector, the mirrored fibre response is very uniform
and contributes nothing significant to the non-linearity of the detector as a whole.

Figure 2.7: Comparison of light transmission efficiency versus distance of propagation for Kuraray Y-11 fibres
with and without aluminized mirrored ends.

Other factors which can significantly impact the electromagnetic performance of the calorimeter, in-
clude scintillator edge treatment and the density of the wavelength shifting fibre readout pattern and the
material chosen for the interlayer diffuse reflector. For scintillator edge treatment and fibre density, we
were able to take advantage of the extensive studies made by the LHCb collaboration for their ECAL [3].
Given that we use the same scintillator with virtually identical towers size to the LHCb ”middle mod-
ules”, we were able to adopt their procedures for scintillator edge treatment and fibre density after a
series of relatively simply checks. In particular, we have adopted a diffuse reflector edge treatment such
as that obtained with Bicron Titanium Dioxide loaded white paint (BC622A) and a total fibre density of
about one fibre per cm2. In the case of the interlayer diffuse reflector, we have to deviate from LHCb
and use a white, acid free, bond paper in place of the Teflon based commercial TYVEK. While TYVEK
produces slightly better surface reflectivity, its coefficient of friction is too low to permit its use in this
design where the module’s mechanical stability depends somewhat on the interlayer friction. The white
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paper used in the EMCal prototypes has been previously studied for aging effects in connection with the
STAR calorimeter project [4].

Table 2.2: Characteristics of the selected wavelength shifting fibres.
Quantity Value

WLS Fibre Y-11 (200) M-DC
Manufacturer Kuraray
WLS Fluor K27 200 mg
Absorbtion Peak 430 nm
Emission Peak 476 nm
Decay Time 7 ns
Core material PS
Refractive Index 1.59
Inner Cladding PMMA
Refractive Index 1.49
Outer Cladding FP
Refractive Index 1.42
Long Fibre Attenuation Length 3.5 m
Fibre Diameter 1.0 mm

The 6.8 mm diameter fibre bundle from a given tower connects to the APD through a short light
guide/diffuser with a square cross section of 7 mm � 7 mm that tapers slowly down to 4 � 5 mm � 4 � 5 mm
as it mates (glued) to the 5 mm � 5 mm active area of the photo sensor.

Fig. 2.8 shows 4 pre-fabricated fibre bundles inserted into the towers of a single prototype module.
In this picture all of the module rear enclosing and structural elements are omitted so the convergence of
the wavelength shifting fibres may be seen as they converge to the light guide (inside the black plastic
tube) and finally to mate with the APD and charge sensitive preamplifier. The APD and preamplifier
are discussed at length in Section 3. Here we will mention briefly their optical characteristics. The
selected photo sensor is the Hamamatsu S8664-55 Avalanche Photo Diode. This photodiode has a peak
spectral response at a wavelength of 585 nm compared to an emission peak of 476 nm for the Y-11
fibres. However, both the spectral response and the quantum efficiency of the APD are quite broad with
the latter dropping from the maximum by only � 5% at the WLS fibre emission peak. At this wavelength,
the manufacturer’s specification gives a quantum efficiency of 80%.

2.3 Module Integration to Strip Modules and Super Modules

As described above, the super module is the basic building block of the calorimeter. Starting with 288
individual modules which are rather compact and heavy, the main engineering task is to create a super
module structure which is rigid, with small deflections in any orientation yet does not require extensive,
heavy external stiffening components that would reduce the volume available for the active detector. The
solution adopted for the ALICE EMCal is to develop a super module ”crate” which functions not as a box
for the individual modules but rather an integrated structure in which the individual elements contribute
to the overall stiffness. The super module crate is effectively a large I-beam in which the flanges are the
long sides of the crate and the 24 rows of strip modules together form the web. This configuration gives
to the super module good stiffness for both the 9 o’clock and 10 o’clock locations. For the 12 o’clock
location, the I-beam structure of the super module is augmented by a 1 mm thick stainless steel forward
sheet (traction loaded), which controls the bending moment tending to ”open” the crate main sides, and
helps to limit deflection of strip modules.
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Figure 2.8: Fibre bundles with attached APD and preamplifier of four towers of an EMCal module.

The super module crate concept is illustrated in Figs. 2.9 and 2.10. For the purpose of clarity in these
illustrations, only 6 of the 24 strip modules are included. Ridges are provided on the interior surfaces of
the crate to allow precision alignment of the strip modules at the correct angle.

The stiffness given by this I-beam concept allows the use of non-magnetic light alloys for main parts
of the super module crate. Unlike austenitic stainless steels, light alloys are easy to machine, helping to
limit both cost and weight. Parts of the super module crate will be made mainly from laminated 2024
aluminum alloy plates. The two main sides (flanges of the I-beam) of the crate will be assembled from 2
plates, 25 mm and 25 mm thick, bolted together and arranged so as to approximately follow the taper of
the 20 degree sector boundary.

Each of the 24 rows of a super module contain 12 modules as described in Section 2.4. Each of the
modules is attached to a transverse beam by 3–4 mm diameter stainless steel screws. The 12 modules
and the transverse beam form a strip module.

The strip module is roughly 1440 mm long, 120 mm wide, 410 mm thick. The total weight of the
strip module is approximately 300 kg and like module, it is a self supporting unit. The transverse beam,
which is the structural part of the strip module, is made from cast aluminum alloy with individual cavities
along its length where the fibres emerging from towers are allowed to converge. The casting process is
well suited to forming these cavities and the overall structure, saving considerable raw material and
machining time. Fig. 2.11 shows the overall layout and dimensions of a strip module.

In addition to functioning as a convenient structural unit which offers no interference with the active
volume of the detector and forming the web of the I-beam structure of the super module, the transverse
beam of the strip module provides protection for the fibres, a structural mount for the light guide, APD
and charge sensitive preamplifier and a light tight enclosure for these elements.
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Figure 2.9: Conceptual layout of the super module crate. Only six of the 24 strip modules are inserted in this
figure for clarity - two near the zero rapidity end, two near the center and two near the high rapidity end.

Figure 2.10: A side view of the super module crate showing the function of the ridges used to align the strip
modules. Only six strip modules are shown here for clarity.

Figure 2.11: Strip module layout showing dimensions and the 1.5 degree taper.

2.4 Mechanical Analysis

Analysis of the strip modules and super modules was performed with the CATIA application for 3D
modeling and Samcef Field for Finite Element analysis (FEA). All calculations were performed for a
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super module mass of approximately 9950 kg. This super module mass results in a total weight for the
EMCal detector of 110 tons and corresponds to a detector with an active depth of 22 radiation lengths.
This total weight is close to the upper limit still providing a sufficient safety factor for support surfaces in
the ALICE magnet. The detector considered in this proposal actually has an active depth of 20 radiation
lengths and has approximately 10% less mass than the detector modeled in the analysis. This 10% may
be viewed as an extra safety factor or may be regarded as a margin to permit some increase in the active
detector depth should future simulations of physics performance suggest that this is required.

2.4.1 Super Module Crate

FEA calculations show, for a load of 100 kN, a maximum stress of roughly 20 Mpa at 12 o’clock location
and 120 Mpa at 9 o’clock location. These points of maximum stresses occur close to the super module
mounting points at the carriages (Figs. 2.9 and 2.10). This level of stress is acceptable for the 2024
aluminum alloy which performs to a 290 Mpa yield strength. The crate features a deformation of 0.8–
1.0 mm at the 9 o’clock location.

2.4.2 Strip Module

Calculations show that the cast strip module will have a maximum stress less than 15 Mpa while 42000
cast aluminum alloy performs to a yield strength of 180 Mpa. The maximum deflection of a strip module
is foreseen at 0.7–0.9 mm, for the 12 o’clock location.
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3 Electronics

Since the light yield per unit of energy deposit in the EMCal is similar to that of the PHOS [1, 2]
(PHoton Spectrometer) detector of ALICE, and since the electronic noise performance requirements
of the EMCal are less stringent than those of PHOS due to the larger intrinsic energy resolution of
the EMCal, the PHOS readout electronics have been adopted for the EMCal readout, with only minor
modification. The PHOS electronics readout is summarized in the next section and differences with the
PHOS FEE are described in Section 3.2.

3.1 Overall Electronics Architecture

Figure 3.1: EMCal Readout electronics overview.

The PHOS is a highly granular PbWO4 calorimeter comprising 17920 crystals when fully imple-
mented in 5 groups of 3584 crystals. The crystals are kept in a cold zone at � 25 � C and separated by
an isolation layer from a warm volume immediately behind (radially) the crystals that encloses the elec-
tronics. A schematic overview of the PHOS Front End Electronics (FEE) [3] as used for the EMCal is
shown in Fig. 3.1. The interface of the FEE with the ALICE Data Acquisition and with the Trigger and
High-Level Trigger are described in further detail in Section 4.

3.1.1 APD and Preamplifier

A 5 � 5 mm2 active area Avalanche Photo Diode (APD S8148) is glued to each PHOS crystal. This APD
was the result of a large R&D activity carried out by the CMS collaboration and Hamamatsu Photonics
to arrive at the development of the APD S8664-55 (or S8148) [4, 5]. This is a large area Avalanche
PhotoDiode with high quantum efficiency, low dark current and very good stability and reliability. The
main characteristics of this detector are listed in Table 3.1. In particular extensive studies have been done
to insure the radiation hardness of this device [6].

The APD is connected directly to the back of a Charge Sensitive Preamplifier (CSP) with about 1
V/pC sensitivity and a maximum range of about 5 pC. The APD and CSP are shown in Fig. 3.2. The
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Table 3.1: Characteristics of the S8664-55 (S18148) Avalanche PhotoDiode.
Active Area 5 � 5 mm2

Capacitance 90 pF
Wavelength min. � 320 nm
Wavelength max. � 1000 nm
Peak wavelength 600 nm

Quantum efficiency � 80% at 476 nm
1/M � dM/dT (M=50) � 2 � 2%
1/M � dM/dV (M=50) � 3 � 3%

APDs are operated at moderate gain for low noise and high gain stability in order to maximize energy
and timing resolution. With a nominal APD gain of M=50, about 220 electrons are generated in the APD
per MeV of energy deposited by showering electromagnetic particles (4.4e " /MeV at M=1).

Figure 3.2: The Avalanche PhotoDiode (left) mounted on the back of the Charge Sensitive Preamplifer (right)
used by PHOS and EMCal.

3.1.2 Front End Card: Shaper and Digitization

The CSP converts the charge signal over a 1 pF capacitor into a voltage step that is formed by the CR-
2RC shaper of the FEE into a semi-Gaussian pulse-shape. The FEE cards contain 32 remotely controlled
precision High Voltage (HV) bias regulators [7], 64 shapers and digitizers, a board controller, a USB
processor, and a power regulation system which prevents noise coupling between digital or High Voltage
sections and the analogue signal section. The APD bias voltages can be set individually to a precision of
0.2 Volt/bit. Each shaper channel is split via a low noise gain buffer into high and low gain shapers for
a total dynamic range of 14 bits using two 10-bit digitizers. Four ALTRO (ALICE TPC ReadOut) [8]
digitizer chips are required, each containing 16 10-bit flash ADCs and internal multi-event-buffers, for a
total of 32 high-gain and 32 low-gain channels per FEE card. The choice of the ALTRO chip, combined
with a board controller FPGA, allows the PHOS and EMCal to re-use the readout backend protocol of
the ALICE TPC via an external Readout Control Unit (RCU) [9].

The FEE has an effective 14-bit dynamic range over the interval 5 MeV to 100 GeV for the PHOS,
which has a measured energy resolution of 2% at 2 GeV. The ADC samples the waveform at 10 MHz
(programmable). An additional design goal for PHOS was timing resolution of about 1 ns at 2 GeV in
order to reject low energy neutrons and anti-neutrons. The competing requirements of low noise (narrow
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bandpass) and good timing resolution (wide bandpass) have necessitated extensive tests of alternative
PHOS shaper designs, with shaping times varying between 1 and 4 µs. As discussed below, the EMCal
requirements dictate a shorter shaping time of about 100 ns. These shaping time modifications only
require changes in discrete component values of the shaper and do not affect the layout of the FEE
board.

3.1.3 Trigger Input

Each 32 channel FEE card forms 8 analogue charge sums of 2 � 2 adjacent towers to provide fast Level-0
and deadtime-less Level-1 photon shower triggers. The fast-OR signals are extracted from the input of
the shaper, passed through a simple 100 ns RC-shaper, and sent via short differential cables of equal
length to the Trigger Region Unit cards (TRU) [10]. One TRU card receives 112 (PHOS) or 96 (EMCal)
analogue sums from the 14 (PHOS) or 12 (EMCal) FEE cards on its common GTL bus (TRU domain).
The TRU digitizes the sums using an ALTRO chip and inputs the full space and time image of all channels
it accesses into a single FPGA. The FPGA trigger algorithm applies 4 � 4 sliding window algorithms for
successive Level-0 and Level-1 trigger generation, with programmable thresholds for simultaneous low,
mid, and high energy trigger outputs at a decision rate of 40 MHz.

3.1.4 Readout and Control

Each TRU domain (384 towers for EMCal) is read out by a custom 200 MByte/s GTL+ bus under
mastership of an external RCU card. Each external RCU card masters up to two TRU domains via a
separate custom GTL bus and transmits the FEE data to the Local Data Concentrator of the DAQ via an
ALICE-standard Detector Data Link (DDL) [11] .

Control and monitoring access to the FEE card resources is implemented in programmable firmware
logic on the FEE cards. This slave logic allows RCU address-mapped access to both the control and data
sections of the FEE cards. The address space includes ALTRO-chip internal registers, APD bias control
registers, and registers for voltages, currents, and temperatures. A USB port allows an external USB
master (such as a PC) to emulate the RCU for production testing, local servicing, and for updating of the
Flash Prom.

3.1.5 Mechanical

Mechanically, the PHOS is built up of 1 � 8 rows of crystals called a PHOS strip-unit. Each strip-unit
connects to a Transition printed circuit card or T-card that connects via a short 37-pin flat ribbon cable
to an Intermediate Printed Circuit Board (IPCB). A pair of IPCBs (upper and lower) form the backbone
of the FEE crate structure. Each FEE card connects to a connector on the upper and on the lower IPCB
with two strip unit ribbon cables attached to the IPCB and routed to one FEE input connector. Thus a
single FEE, and associated trigger sums, are configured to readout a group of 2 by 16 PHOS crystals.
The associated TRU region then corresponds to a group of 28 by 16 PHOS crystals. Essential functions
of the T-card and IPCB card are to multiplex the LV, HV bias, and signal lines between the FEE output
and the individual preamplifier connections.

The power dissipation per channel of embeded FEE/TRU electronics is 380 mW/channel. The
preamplifier power dissipation is 53mW per channel.

The first prototypes of the PHOS FEE electronics (version 1.0) were produced in fall 2004 with
second prototypes (version 1.1) produced in spring 2005. A photograph of the FEE card is shown in
Fig. 3.3. The production of 130 PHOS FEE cards (sufficient to read out one PHOS module of 3584
crystals) occurred in December 2005.
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Figure 3.3: Photograph of the 32 channel PHOS/EMCal FEE card.

3.2 EMCal Specific Readout Considerations

3.2.1 APD and Preamplifier

The PHOS decision to use the Hammatsu S8664-55 APD was made largely because, at the time, it
was essentially the only commercially available large area APD. It was developed by Hamamatsu in
collaboration with the CMS experiment. While a number of new APD products are now commercially
available, and some of these products might be suitable replacements for the Hamamatsu S8664-55
APD, there is no expected performance benefit for the EMCal due to the dominance of the intrinsic
resolution contribution, and potential cost savings would most likely be offset by the need to develop a
new preamplifier and/or bias control in the case that the required bias exceeded the 400 V maximum of
the PHOS FEE. For these reasons it has been decided to use the same APD and preamplifier as used by
PHOS (see Fig. 3.2).

The only significant difference with the PHOS readout then is the difference in the FEE amplifier
due to the chosen dynamic range, the EMCal light yield, and the amplifier shaping time.

3.2.2 Dynamic Range

Based on the expected annual yield of photons and π0 at high pt (Fig. 1.4 of Section 1), the full scale
energy range for an EMCal tower is chosen to be 250 GeV as compared to 80 GeV for PHOS, well be-
yond the expected maximum photon or π0 energy. Setting the EMCal full-scale energy range to 250 GeV
sets the Least Significant Bit (LSB) on the low gain range to 250 MeV (10-bits) with the corresponding
maximum energy on the high gain range at 16 GeV ( � 16) and least significant bit at 16 MeV.

3.2.3 Light Yield

Another important parameter of the EMCal readout is the light output to the APD per MeV of energy
deposit in a tower. The PHOS produces 4.4 photo-electrons/MeV from the APD with gain M=1. The
initial estimate for the EMCal from measurements with early prototype lead/scintillator assemblies with
photomultiplier readout using cosmic ray muons gave a initial estimate of 2.5 photo-electrons/MeV for
APD readout at gain M=1. The shaper gains discussed below and used in the test beam measurements
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were based on this result and the assumption of an operational APD gain of M=50. As discussed in Sec-
tion 6, initial analysis of the test beam results indicates an EMCal light yield of 4.4 photo-electrons/MeV,
i.e. the same as PHOS.

3.2.4 Shaper Time Constant Optimization

A substantial effort was made for PHOS to investigate alternative shaper designs and shaping times.
In the case of PHOS, a primary consideration is optimum performance for measurement of low energy
photons, in the region around 1 GeV, of interest for observation of thermal photon radiation from Quark
Gluon Plasma. With the good intrinsic resolution of PbWO4, care must be taken to minimize the elec-
tronics contribution to the noise. This can be done by a judicious choice of the shaping time of the
amplifier.

A general noise model of an amplifier reflects all noise sources to the input and represents them in an
equivalent representation as Equivalent Noise Charge (ENC) which includes both the amplifier and the
detector noise. There are in general 4 noise components:

# Current (or Parallel) noise: Shottky (2qID) + Shunt resistor thermal + equivalent input current

# Voltage (or Series) noise: 4kTRS thermal + Johnson noise at amplifier input

# 1/f noise

# Pileup noise (negligible for EMCal).

Figure 3.4: Electronic noise as a function of shaping time for PHOS at $ 25 � C and EMCal at % 20 � C.

The noise performance of the APD+preamplifier is shown in Fig. 3.4 [3] . These results are for
a detector capacitance of CD � CAPD & Cin � 90 & 10 � 100 pF as for the Hamamatsu S8664-55 APD.
These results indicated an electronic noise minimum of about 300e " for a shaping time of about 2 µs.
The competing consideration of a reasonably good timing measurement motivated a final choice of 1 µs
shaping time for PHOS.

Several considerations motivate a much shorter shaping time for the EMCal. First, simulations of
central Pb–Pb collisions with HIJING+AliRoot [13] (the ALICE implementation in GEANT3) indicate
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that the EMCal will be affected by a large slow neutron contribution that has a tail extending for hundreds
of ns after the collision. Second, the number of ALTRO samples recorded is dictated by the total shaped
pulse width. With the approximately ten times coarser EMCal granularity, the occupancies will be cor-
respondingly higher in EMCal than PHOS. With the goal to keep the total data volume per RCU similar
to PHOS the number of EMCal samples should be reduced to keep the product of (occupancy) � (No.
samples) similar. This would argue for a shaping time of about 100 ns. With 100 ns shaping time the
voltage noise would dominate such that one would expect a total electronics noise contribution of about
1500 e " for the PHOS APD+preamplifier+shaper with 100 ns shaper time. This would correspond to
an electronics noise contribution of about 12 MeV per EMCal tower. Due to the larger intrinsic energy
resolution term of EMCal compared to PHOS (8.5% vs 3.6%) the importance of the electronics noise
contribution is much less significant.

3.2.5 Late Neutron Background

Simulations of the EMCal response for central Pb–Pb collisions with HIJING+AliRoot have shown that
there is a large background energy deposit predominantly from late neutrons produced in secondary
interactions in the surrounding materials of the ALICE experiment [12]. The muon absorber is one of
the major sources of this background. As shown in Fig. 3.5 the background has a long tail with arrival
times extending for several hundreds of ns after the collision. (Note that this background is generated
by the primary central Pb–Pb collision, and hence it is a centrality dependent effect, expected to scale
with the multiplicity of produced particles). The result indicates that as short a shaping time as feasible
should be used in order to minimize this background contribution to the energy measurement. Without
any timing cut, the average background energy deposit is 36 MeV per tower, i.e. several times greater
than the expected electronics noise contribution per tower with 100 ns shaping time.

Figure 3.5: Rate of total energy deposit in the EMCal vs arrival time for central Pb–Pb collisions. Results are
shown for arrival times greater than 30 ns with and without the other ALICE detectors. The background energy
deposit is primarily from late neutron hits and comprises about a third of the total energy deposit.

3.2.6 EMCal Energy Resolution Contributions

The relative contributions to the total EMCal energy resolution are shown in Fig. 3.6. The assumptions
have been discussed above and relevant parameters are compared to PHOS and summarized in Table 3.2.
The intrinsic energy resolution has been assumed to be 6 � 9% � � E � 1 � 4%, based on GEANT3 simula-
tions for the production module (see Section 2.2.1). The digitization resolution has been assumed to be
determined by a maximum energy scale set to 250 GeV with 10-bits of digitization resolution and dual
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gain ranges separated by a factor of 16. The constant energy contribution due to calibration errors has
been assumed to be 1%. Finally, the electronics noise contribution has been conservatively assumed to
be σENC � 2000 e " for an integration time of 100 ns (see Fig. 3.4). With a light yield of 4.4 e " /MeV,
a gain of 30, and 3 � 3 modules included in the energy sum, this corresponds to an electronics noise
contribution to the resolution of c � 48 MeV/E (Eq. 2.1). This contribution (dotted curve) is seen to
be negligible compared to the intrinsic noise contribution (solid dark curve) except at photon energies
much below 1 GeV. Note that the relative electronic noise contribution would be even smaller assuming
4.4 e " /MeV, as obtained from the test beam measurements (see Section 6), at an APD gain of M=50.

Figure 3.6: Contributions to the total EMCal photon energy resolution.

3.3 The FEE Shaper

As discussed above, the only modification to the FEE used by PHOS for application to the EMCal readout
is to modify the shaper to use a shorter shaping time. The CERN-Wuhan (CW) shaper, developed jointly
by CERN and Wuhan, implemented on the FEE card, is shown schematically in Fig. 3.7. The shaper
gain for each gain range is chosen such that the maximum CSP voltage (for the chosen APD gain) gives
the fullscale input voltage of the ALTRO ADC chip of 1 Volt maximum input (=1024 bit). Based on a
nominal light yield of 4 � 4e " /MeV obtained with the PHOS crystals and an APD gain of 50 the following
two gain ranges and gain values were implemented for PHOS:

High gain: 5 MeV– 5.12 GeV: VCSP = 1.37 mV – 0.141 V: Shaper gain = 7.2

Low gain: 80 MeV – 81.92 GeV: VCSP = 2.19 mV – 2.245 V: Shaper gain = 0.45

The CW shaper was developed for optimal noise performance with successive RC differentiator and
dual Bessel integrator stages of common cutoff frequency and with gain ratio of 16 for low-energy and
high-energy ranges. The RC differentiator is combined with a pole-zero cancellation, tuned for the CSP.
The output stage to the ALTRO ADC is fully symmetrical and contains a high frequency RC noise filter.

Table 3.3 shows the results obtained with the Bessel calculation described in detail in Ref. [3] for
the CW shaper RC components of 1 µs (PHOS) and 100 ns (EMCal) shaping times and gain ratio 1/16.
RZ has been determined empirically as the best non-overshoot value of the pole zero cancellation. For
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Table 3.2: Summary of PHOS and EMCal readout parameters.

Quantity PHOS EMCal

Digitization Ranges High Gain: 5 MeV – 5 GeV High Gain: 16 MeV – 16 GeV
x16 and x1 ranges Low Gain: 80 MeV – 80 GeV Low Gain: 250 MeV – 250 GeV
10-bits LSB=5 MeV LSB=16 MeV
Light Yield 4 � 4e " � MeV at M=1 4 � 4e " � MeV at M=1

220e " � MeV at M=50 125e " � MeV at M=30
Channel rate at E � 30 MeV � 200 Hz � 2 kHz
APD Hamamatsu S8664-55 Hamamatsu S8664-55

5 � 5 mm2, CAPD � 90pF 5 � 5 mm2, CAPD � 90pF
Charge Senstive Preamp JFET:2SK932 JFET:2SK932

Cinput � 10pF Cinput � 10pF
0 � 78mV/fC or 0 � 128µV/e " 0 � 78mV/fC or 0 � 128µV/e "

CSP Output range 0.147mV – 2.348V 0.261mV – 4.169V
(5 MeV – 80 GeV) (16 MeV – 250 GeV)

ENC 730e " (3.3 MeV) � 1500e " (12 MeV)
Shaper CR-2RC type; Semi-Gauss CR-2RC type; Semi-Gauss

τint � 1 µs; τpeak � 2 µs τint � 100 ns; τpeak � 200 ns
Trigger signal shaping FWHM=100 ns FWHM=100 ns
ADC ALTRO-16ST; 10-bit ALTRO-16ST; 10-bit

LSBnoise ! 0 � 5 mV LSBnoise ! 0 � 5 mV
Sampling Rate: 1 � ∆t 10MHz; 15 presamples 10MHz; 15 presamples
Max.Nr. Samples/signal 100+15 10+15
5 ' τpeak � ∆t
Data rate/Channel 58 kB/s =125 kB/s

(=200Hz*2*(115 samples)*10-bits) (=2kHz*2*(25 samples)*10-bits)
Power consumption 112 FEE*10W = 1.12kW 36 FEE*10W = 0.36kW

8 TRU*30W =0.24kW 3 TRU*30W =0.09kW
Total 1.36kW/Module Total 0.45kW/SuperModule

(380mW/channel) (390mW/channel)
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Figure 3.7: Schematic diagram of the shaper of the PHOS/EMCal FEE.

a change in the bandpass frequency (or shaping time) of the shaper, R0 must be adjusted to correspond
with CZ to the new bandpass value (i.e. τpeak � CZR where 1 � R � 1 � RZ & 1 � R0). All other values
R1,R2,R3,C1, and C2 can be calculated with the method described. The results for the 1 µs shaping
time were calculated for the desired PHOS maximum signal of 1 Volt to the ALTRO input for 2.348V
maximum preamplifier signal output corresponding to a low range gain value of 1/2.348=0.42 ( � 16 gain
range gain = 6.81) . The values for the 100 ns shaping time have been calculated for the 4V maximum
preamplifier output for the EMCal (see Table 3.3) corresponding to gains of 1V/4V = 0.25 ( � 1) and 4
( � 16) for the two gain ranges.

Table 3.3: RC values for the CERN-Wuhan shaper with 2 µs, and 200 ns shaping times, peaking time τ peak
� 2τ0

(buffer gain = 2, gain ratio =16).

τ0 Gain CZ , RZ R0 R1 R2 R3 C1 C2

1 µs 2 � 3 � 35 470 pF,143 kΩ 4.22 kΩ 681 Ω 4.87 kΩ 1.96 kΩ 68 pF 1000 pF
1 µs 2 � 0 � 21 470 pF,143 kΩ 4.22 kΩ 4.02 kΩ 1.69 kΩ 5.36 kΩ 150 pF 470 pF

100 ns 2 � 2 � 00 470 pF,143 kΩ 213 Ω 78.7 Ω 316 Ω 205 Ω 100 pF 1000 pF
100 ns 2 � 0 � 125 470 pF,143 kΩ 213 Ω 590 Ω 147 Ω 442 Ω 220 pF 470 pF

The test beam measurements with the EMCal prototypes in the meson test beam at FNAL, described
below in Section 6, were performed with one FEE card with the 1 µs shaping time intended for PHOS,
and a second FEE card with 100 s shaping time as proposed for the EMCal.

3.4 Installation of EMCal Read Out

In the EMCal assembly four towers with APDs and preamplifiers are integrated into one mechanical-
electronic EMCal unit, a so-called EMCal module. The ends of the fibre bundles, light guides, and
APDs with preamplifiers are secured in a compact matrix unit on the back of the module. As part of the
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Figure 3.8: A pair of EMCal super modules covering the full extent in Z. The readout cables (indicated by stripes)
run across the back of the super module to the FEE crate volume indicated by the shaded boxes at the end of each
super module.

construction of an EMCal super module, 12 EMCal modules will be assembled onto a support backbone
to provide one strip module. Twenty-four strip modules are stacked together in Z to comprise a super
module. An EMCal transition card, located near to the tower APD+preamplifiers, will connect to a group
of 2 � 4 towers from a pair of modules adjacent in φ. The T-card will be connected to the FEE via ribbon
cable. The mapping of the EMCal towers to FEE input channels will be accommodated on the IPCB to
preserve the existing geometrical grouping of 2 � 2 adjacent towers used to form the analogue trigger
sum primitives in the FEE.

Owing to radial space restrictions for the EMCal, it is not possible to locate the EMCal FEE directly
behind (radially) the EMCal, as is the case for PHOS. Instead, the EMCal FEE crates, with associated
IPCB, GTL bus, and RCUs, will be located at the outer end (large Z) of each EMCal super module, as
shown in Fig. 3.7 for a pair of super modules. Each full super module will be read out by three FEE crates
each containing 12 FEE cards and one TRU. Two RCUs will be used to readout the three FEE crates.
Each FEE crate will read out a group of 24 � 16 	 φ � Z) EMCal towers with each FEE card connected to
2 � 16 	 φ � Z) towers.
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4 Data Acquisition and Online

4.1 Requirements

The ALICE experimental program incorporates a wide variety of running conditions: heavy-ion colli-
sions, pp, pA, and lighter ion collisions. The heavy-ion run will last only a few weeks per year but this
run will require the largest possible bandwidth to permanent storage. A large number of trigger classes
will be used concurrently to select and characterize events relevant to studies of several physics topics.
The rest of the running period will be used to acquire data produced by pp interactions which generate
five times less data. The selection of events in the ALICE experiment is performed by two trigger sys-
tems. The Central Trigger Processor (CTP) [1] is hardware-based and is always present as it delivers
the trigger levels 0, 1, and 2. The High-Level Trigger (HLT) [2] is software-based. Several running
modes have been defined to permit its gradual activation. The ALICE Data Acquisition (DAQ) system is
designed to be flexible enough to address this diversity of running conditions and of running modes.

The ALICE EMCAL readout uses the same components as the PHOS subsystem of ALICE and
thus all needed parts of the readout chain have already been integrated into the ALICE data acquisition
system.

4.2 DAQ Architecture Overview

The architecture of the ALICE Data Acquisition and its interface with the Trigger and the High-Level
Trigger are illustrated in Fig. 4.1 and detailed in the ALICE Technical Design Report on Trigger, Data
Acquisition, High-Level Trigger, and Control System [2].

The EMCal detector receives the trigger signals and the associated information from the CTP, through
a dedicated Local Trigger Unit (LTU) [3] interfaced to a Timing, Trigger and Control (TTC) system [4].
The Front End Read Out (FERO) electronics of the EMCal is interfaced to the ALICE Detector Data
Links (DDLs). The data produced by the EMCal (event fragments) are injected into the DDLs using a
common protocol.

At the receiving side of the DDLs there are PCI-based electronic modules, called DAQ Readout
Receiver Cards (D-RORCs). The D-RORCs are hosted by the front-end machines (commodity PCs),
called Local Data Concentrators (LDCs). Each LDC can handle one or more D-RORCs. The event
fragments originated by the various D-RORCs are logically assembled into sub-events in the LDCs.

The CTP receives a busy signal from each detector. This signal can be generated either in the detector
electronics or from all the D-RORCs of a detector. The CTP also receives a signal from the DAQ enabling
or disabling the most common triggers. It is used to increase the acceptance of rare triggers by reducing
the detector dead-time. This signal is function of the buffer occupancy in all the LDCs.

The role of the LDCs is to ship the sub-events to a farm of machines (also commodity PCs) called
Global Data Collectors (GDCs), where the whole event is built (from all the sub-events pertaining to the
same trigger). The GDCs also feed the Transient Data Storage (TDS) with the events that eventually end
up in Permanent Data Storage (PDS). The PDS is managed by the CERN Advanced Storage Manager
(CASTOR) [5].

All these hardware elements are driven and controlled by the Data Acquisition and Test Environment
(DATE) software framework [6] developed by the ALICE DAQ project. The coherence of the whole sys-
tem is ensured by this common software framework composed of different layers of modules. A bottom
layer includes the memory handling, the process synchronization, and the communication modules. The
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Figure 4.1: DAQ architecture overview.

application layer includes the data-flow applications (detector readout, event building, and data record-
ing). DATE has been used for a number of years by many ALICE test beam users. The EMCal test
beam measurements described below were realised using a completely integrated readout system with
the DDL and the DATE software.

The HLT system receives a copy of all the raw data. The data and decisions generated by HLT are
transferred to dedicated LDCs.

4.3 DAQ-HLT Interface

The overall architecture of the Trigger, DAQ and HLT systems is illustrated in Fig. 4.1. The DAQ system
takes care of the data flow from the DDL up to the storage of data on the PDS system. The task of the
HLT system is to select the most relevant data from the large input stream and to reduce the data volume
by well over an order of magnitude in order to fit the available storage bandwidth, while preserving
the physics information of interest. This is achieved by a combination of event selection (triggering),
data compression, or selection of Regions of Interest with partial detector readout. While executing
either of these tasks, the HLT may also generate data to be attached to or partially replacing the original
event. Care has been taken not to impose any architectural constraints which could compromise the
HLT filtering efficiency, knowing that event selection will become more and more elaborate during the
experiment lifetime. This way, filtering may be introduced in progressively more sophisticated steps
without affecting the performance and the stability of the Data-Acquisition system.

The DAQ-HLT interface is based on the DDL and its DIU/SIU cards, the same components used to
transfer data from the detector electronics to the DAQ system. The choice of existing components as
interface between the two systems minimized the need for new R&D and avoided the development of a
new type of link. Past experience shows that at the experiment startup the DAQ and HLT problems are
of different nature and essentially independent. There is no benefit from not keeping them so. Therefore,



4.4 Data Volume and Bandwidth 31

the DAQ system is implemented within a coherent hardware and software framework, with the HLT
system operating as an external system [7], as shown in Fig. 4.2

Figure 4.2: DAQ-HLT data flow overview.

Every D-RORC sitting in the LDC can host two DIUs. These on-board DIUs can be used in two
ways: both can be connected to the front-end electronics and serve as two readout links, or one DIU can
be connected to the front-end electronics while the other is able to transfer a copy of all the raw data to the
HLT RORC (H-RORC) sitting in the HLT computers, through the standard DDL. The H-RORC receives
all the raw data as they have been received from the front-end electronics. All the LDCs dedicated to the
detectors which make use of the HLT system are equipped with D-RORCs working in the second mode.
The interface between the DAQ and the HLT system is the DIU output on the H-RORC. The selected
interface offers as much physics-selection flexibility as possible, since the H-RORC is granted full access
to the sub-event and all the raw data are given to the HLT processors. Data will then be available in the
HLT farm computers for pre-processing or co-processing in the H-RORC FPGA. The HLT computers
will run the HLT algorithms and will transfer the result of the processing, the trigger decisions, and the
compressed data to the DAQ system, using again standard DDLs. Using this scheme, the HLT system
looks like any other sub-detector for the DAQ. The GDCs will receive the sub-events from the sub-
detectors LDCs and any additional data generated by the HLT computers from the LDCs dedicated to
the HLT. The DATE software is ready to accept as many data channels from the LDCs dedicated to the
HLT as required, since it handles these channels as additional LDC data paths.

The HLT LDCs will also receive messages specifying whether to discard or accept a given event.
Furthermore, for accepted events, the HLT decision can specify the pattern of sources for a given event,
resulting in a partial readout of the raw data. A decision broker process, running in the HLT LDCs, will
transfer the HLT information and decision to a decision agent process, running in the detector LDCs, as
shown in Fig. 4.3.

4.4 Data Volume and Bandwidth

The ALICE EMCAL, as described in earlier chapters, consists of 1152 towers per super module (SM).
Each tower has both a high and a low gain readout channel. The EMCal is configured with three readout
crates, GTL buses, for each SM. Two Readout Control Units, each with a DDL connection to a LDC will
be used to readout the three GTL crates (one RCU can service two GTLs). Each GTL will transfer 12
Front-End Cards of 32 � 2 � 768 channels of 10-bit data. There are 10 SM + 2 half SM planned for the
full EMCAL for a combined total of 25344 readout channels (12672 towers).
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Figure 4.3: HLT decision into LDC to control data flow to DAQ.

The data volume per channel is a function of how many ADC time-samples are read out from the
ALTRO chip. With the 100 ns shaping planned for the EMCal 3.3 shaper and a 10 MHz sampling
frequency, about 10 samples would adequately sample the peak. Up to 15 additional pre-samples may
be taken for event-by-event pedestal measurement. Therefore 25 samples would be taken for each of the
two shaper gain channels (see Section 3.3). Each sample is a 10-bit ADC word, and the data is formatted
into 40-bit words in the ALTRO chip.

The granularity of the EMCal is about 10 times coarser than the PHOS with the result that the
EMCal occupancy and tower hit rates are about 10 times larger than PHOS. The tower hit rate for the
full 8 kHz min bias Pb+Pb collision rate from HIJING simulations is estimated to be 2000 Hz. This
would correspond to a maximum data transfer rate of 2000 � 2 � 25 � 10 � 8 � 125 kBytes/s/tower, or
48 MBytes/s/GTL with zero suppression (see Table 3.2). This is below the DDL data transfer limit
of 200 MBytes/s allowing the EMCal to operate without deadtime at the full Pb+Pb min bias trigger
rate. The data volume for readout of the full EMCal would be 	 2 gain ranges 
(�)	 12672 towers 
*�)	 25
samples 
+� 10 � 8 	 Bytes 
*� 792 kBytes per event. The 2 kHz tower hit rate corresponds to a 40 % average
EMCal occupancy for Pb+Pb collisions at 8 kHz. The corresponding EMCal average total event size
would be 317 kBytes per event. This is much smaller than the 75 � 9 MBytes size of the average TPC
event (Table 7.1 of Ref. [2]).

4.5 EMCal Detector Control

The ALICE control system is responsible for configuring, monitoring and controlling the equipment
of the experiment. This can be hardware devices such as power supplies, crates, but also more sub-
detector specific equipment such as front-end chips, etc. It will also cover computing devices (such
as PCs and PLCs) and the software processes running on them. This task is mainly accomplished by
sending commands and settings to the equipment and reading information back from the equipment. The
control system is designed to take pre-programmed decisions and automatic actions (without operator
intervention) such as recovering from errors. The operator will be able to interact with the control
system through user interfaces that will present the information from the system and allow issuing of
commands. All information concerning any part of the equipment is stored in a configuration database.
This information ranges from the physical location of the equipment, hardware addresses, to operational
settings (that can be different for the various running modes). Also here the information is not only
restricted to hardware but will also cover processes running on PCs, etc.

The ALICE online systems, namely, the Detector Control System (DCS), the Data Acquisition sys-
tem, the Trigger system (TRG), and the High-Level Trigger system (HLT) interface to each other through
a controls layer, the so-called Experiment Control System (ECS), shown in Fig. 4.4.

The core software of the control system [2] is a commercial SCADA(Supervisory Controls And Data
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Figure 4.4: The ALICE online control systems.

Acquisition) system called PVSSII. It will be used to connect to hardware (or software) devices, acquire
the data they produce and use it for their supervision, i.e. to monitor their behaviour and to initialize,
configure and operate them. PVSSII has its own proprietary run-time database which is used to store
the values that are read from the devices, information on the configuration of PVSSII itself and any
information that is needed for the operation of the PVSSII system. This database is optimized for fast
access, as it is an essential part in the operation of the PVSSII system. Data archiving is an integral
part of PVSSII and is the mechanism to store the history of any data available in the system that the
user decides to archive. The PVSSII archiving managers provide an efficient mechanism for storing,
accessing and manipulating historical data acquired by the control system. Alarms can be generated by
defining conditions applying to new data arriving in PVSSII. The alarms are stored in an alarm database
and can be selectively displayed by an alarm display. Alarms can be filtered, summarized, etc.

The EMCal detector control will be implemented within the ALICE PVSSII environment. The items
to be controlled include:

# Low voltages for the front end electronics cards

# High voltage supply for APD bias

# Individual APD HV bias demand values

# Temperature and voltage readback values on FEE cards

# Temperature sensors throughout the EMCal detector region

# EMCal cooling water temperature and control

# ALTRO chip parameters: sampling frequency, number of samples, zero suppression thresholds,
etc.

# L0 and L1 trigger thresholds and masks
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5 Detector Calibration and Monitoring

5.1 Requirements

In order to minimize the EMCal energy resolution for high energy electromagnetic showers it is impor-
tant to obtain and maintain a tower-by-tower relative energy calibration of better than 1% in the offline
analysis. The uncertainty in the tower-by-tower energy calibration contributes to the constant term of the
total energy resolution which becomes most significant at high energy. Also, since analog tower energy
sums provide the basis of the L0 and L1 high energy shower trigger input to the ALICE trigger decision,
the EMCal should operate with APD gains adjusted to match the relative tower energy calibrations online
to better than about 5%. This is desired in order to obtain sharp trigger energy threshold turn-on curves.

Both of these goals will be attained through the use of a Light Emitting Diode (LED) calibration
system in which all towers view a calibrated pulsed LED light source. Scans of the APD HV bias while
taking LED pulser data will allow to determine the absolute APD gain for each channel. Once the LED
light yield in each tower is calibrated, the LED itself can be used to track the tower gain in the case of
APD bias adjustments, or in the case of APD gain drifts as might result from the known temperature
dependence of the APD gain of about 2% � � C (see Section 6 and Table 3.1).

The ALICE offline software will include a calibration database for each detector. The contents of the
calibration database will all be ROOT objects and the overall database will be available in the AliRoot
file catalog. In principle this is something that is only accessible during the offline analysis, and is not
generally available online for the High-Level Trigger (HLT) or the on-detector trigger logic. However,
provision will be made for access to this general AliRoot resource, or to local copies of it that are
accessible to the Experiment Control System (see Section 4.5) via PVSSII for the low level detector
setup, such as for EMCal APD bias adjustments for gain matching, and as well to the HLT processors.

5.2 LED Calibration System

An LED calibration system will be incorporated into the EMCal detector to allow to track and adjust the
APD gains. A preliminary version of an LED system was incorporated in the prototype modules used in
the test beam measurements described in Section 6. In that system, a UV LED (part no. E7113UVC by
eLED) was mounted in a small hole in the back enclosure of each module and irradiated a small piece
of plastic scintillator that extended into the region of each tower where the WLS fibres were brought
together to attach to the lightguide and APD. The scintillation light excited the WLS to provide the cali-
bration signal. Although this system worked adequately for the purposes of the test beam measurements,
the light yield was barely adequate, especially for the short shaping times intended to be used for the
EMCal readout. Also, the close proximity of the LED to the APD and preamplifier resulted in electronic
cross-talk from the large amplitude fast pulse necessary to pulse the LED. The electronic cross-talk was
especially problematic for the short shaping time.

As a result of these observations, it is planned to locate the LEDs outside of the EMCal super module
and bring the LED light to the EMCal modules via light fibres. An avalanche pulser system will be used
to provide ultra-bright LED light pulses of a few ns duration [1]. Such fast ultra-bright LED sources have
been used already for investigation of the timing characteristics of the PHOS/EMCal electronics [2]. The
LED pulser system will be located in an enclosure to provide electronic isolation from the surroundings.
The light from a single LED will be split via a light homogenizer connected to a fibre bundle with one
fibre brought to each module, and the LED light itself monitored by a reference photodiode.
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5.3 APD pre-Calibration

Prior to installation in EMCal modules, each APD will be attached to its preamplifier and the APD+preamplier
assembly will be tested with an LED pulser system. The tests will be performed to measure the voltage-
gain and noise performance of each APD. The information will be recorded in an online database and
used to reject APDs with inadequate performance. The information will be used to adjust the bias volt-
age individually for each APD to match APD gains for initial pre-calibration of the EMCal towers with
cosmic ray muons.

5.4 Cosmic Ray Calibration

During the detector construction process, the individual modules will be tested prior to their assembly
into the EMCal super modules. This is required to verify the light-tightness and basic functioning of
the module. After the modules are assembled into the super module structure, and the LED calibration
system is fully installed, an initial pre-calibration will be performed using cosmic ray muons. Test beam
measurements, described in Section 6, have demonstrated that the peak from Minimum Ionizing Particles
(MIPs) will provide a measurement sufficient to match the relative calibration of the individual towers to
better than 5%. An example of the MIP peak signal for muon triggers is shown in Fig. 5.1

Figure 5.1: Pulse height distributions of muons in four EMCal towers obtained from FNAL test beam measure-
ments.

5.5 Gain Monitoring During Runs

As described in Chap. 4.5 of Ref. [3], it is foreseen to be able to take calibration triggers, such as the
EMCal LED calibration trigger, during stand-alone EMCal operation, as during setup, as well as during
physics data-taking. Calibration triggers would be taken during data-taking during the ”long gap” of
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about 2.97 µs at the time when the orbit reset from the LHC machine is sent. A calibration ”pre-pulse”
is provided to trigger the LED pulser system followed by an L0 calibration event trigger. The pre-pulse
is sent 1.3 µs after the last bunch before the gap, i.e. after the L0 trigger latency of 1.2 µs, to insure that
no physics trigger has been issued from that bunch.

The LED calibration data will be analyzed online to monitor the status and track the gain of all
EMCal towers. The LED calibration data stream will be split from the physics data stream in order that
it can be processed directly to extract correction factors for any time-dependent gain drift. The time-
dependent gain correction factors will be entered into the analysis database to allow immediate physics
analyses with all time-dependent gain corrections applied.

5.6 In-beam MIP, Electron, and π0 Calibrations

The initial tower-by-tower gain matching based on cosmic muon data taken prior to the EMCal instal-
lation in ALICE, and the calibration of the absolute energy scale, will be improved using physics data.
The high statistics data will allow to use the MIP peak in each tower to adjust the relative gain factors
between towers. Identified electrons will be used to check the EMCal energy scale compared to the
electron momentum measured by tracking in ALICE. Finally, the measured mass of the π0 peak will also
be used to confirm the absolute EMCal energy calibration. With high statistics p–p or peripheral Pb–Pb
collision data, two-photon invariant mass spectra can be accumulated for each tower that has either of
the two photons centered on the tower and the position of the observed π0 peak can be used to improve
the tower energy calibration [4].
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6 Test Beam Activities and Results

6.1 Test Beam Measurements at FNAL

6.1.1 Goals and Setup

During a period of four weeks in November 2005 the first ALICE EMCal prototype modules were tested
in the Meson Test Beam (MTEST) at Fermi National Accelerator Laboratory [2]. The test utilized a
stacked 4 � 4 array of prototype EMCal modules (8 � 8 towers). All towers were instrumented with the
same model APD and preamplifier as intended to be used in the ALICE experiment and all channels were
read out with existing prototype front end electronics cards intended for use for the PHOS and EMCal
detector subsystems. The readout of the front end electronics used the full ALICE DAQ readout chain.

The goals of the test beam measurements were:

# To verify the expected performance of the EMCAL prototype modules.

# To determine the light yield (signal) per unit of deposited electromagnetic energy.

# To investigate the energy resolution, linearity, uniformity, and position resolution, using electron
triggered events.

# To study the energy dependence of the response to electrons and hadrons to determine the particle
identification capabilities of the EMCal by shower shape.

# To investigate the timing characteristics of the energy signal for crude time-of-flight measurement
( � 1 ns) for possible use for anti-neutron rejection.

Measurements were made for comparison of the performance with two different signal shaping times
in the front end electronics (see Section 3). Two front end electronics cards (32 towers each) were used
for the readout of the modules; one had the nominal 1 µs signal shaping time which PHOS plans to use,
and the other had a modified 100 ns shaping time as planned to use for EMCal [1].

The experiment took place in the MTEST secondary beam line, located in the area designated MT6
at Fermilab [2]. The proton beam was resonantly slow-extracted from the Main Injector and focused
onto the MTEST target for test beam use. The tests were made with mixed beams with good particle
identification (e/π/p discrimination) over the full range of available momenta (4 � 66 GeV � c). The beam
momentum selection bite was about δp � p � 1%. The beam intensity was in the range of 0.2–10 kHz
dependent on the momentum selected, over an area of a few square cm. The beam spill length was typi-
cally about 4 seconds every 2 minutes.

The setup of the EMCal prototype in the test beam is shown in Fig. 6.1 For handling and stacking
purposes, the modules were assembled on a strong-back in strip units of four modules in the vertical
direction. The top and bottom surfaces of the modules were the surfaces orthogonal to the front surface,
while the side surfaces of the modules had the 1 � 5 � taper (see Section 2). The moveable platform in
the test beam consisted of a heavy duty horizontal motion table provided by FNAL. Vertical motion
was provided by a commercial scissors table with 680 kg capacity provided by the EMCal group, that
sat upon the horizontal motion table. The total range of both horizontal and vertical adjustment was
approximately 50 cm. The size of the stacked array was about 51 � 51 � 50 cm with a weight of about
400 kg ( � 25 kg/module).
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Figure 6.1: Rear view of the EMCal prototype setup in the MT6 test beam at FNAL. Ribbon cables from each
pair of modules (8 towers) are seen connecting to two FEE cards that sit on the GTL bus that connects to the small
RCU card for readout via optical fibre to the LDC data acquisition that sits in the counting house.

The EMCal readout electronics was attached to the back of the array of modules with the electronics
cards and readout units (DCS/RCU) located on the same moveable table as the modules, together with
the LV supplies.

A pair of gas threshold Cerenkov counters were used for electron/pion discrimination. A pair of
scintillator paddles, one immediately in front of the EMCal and one far upstream were used for the beam
definition trigger and timing. A set of MWPCs provided x-y position measurement with better than
1 mm position resolution at three stations upstream of the EMCal (the closest and last station was ap-
proximately 2 m in front of the EMCal). The MWPCs were used to define the beam particle track which
could then be projected to the front face of the EMCAL modules. The width of the distribution was
approximately 0.9 cm in the horizontal direction and 0.5 cm in vertical direction, as shown in Fig. 6.2.

The official ALICE DAQ (DATE v5) [3] was used for taking the EMCAL data. The MWPC data was
taken with the MT6 test beam DAQ system, and the data from the Cerenkov counters and a muon veto
paddle located behind the beam stop were taken with a third DAQ system provided by the EMCal group.
The EMCal data was combined with the data from the trigger detectors and MWPCs offline, aligning the
data from the different data streams spill-by-spill.

6.1.2 Measurements and Analysis

The test beam period progressed as follows: the first week was spent on physical setup in the test beam,
followed by debugging of the readout of EMCal and associated beam trigger counters. This was done
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Figure 6.2: Beam profile at the front face of the EMCAL modules.

while parasitic users of the test beam. The next week of somewhat intermittent beam was used for gain-
matching with a scan with 16 GeV/c electrons through all towers ( � 1000 e " /tower). Subsequently,
data was taken for 3 days of 8 GeV � c, 2 days of 4 GeV � c, and approximately one day each for 66 and
33 GeV � c. The goal of this momentum scan with electrons was to investigate linearity and energy and
position resolution at several tower locations. For the last portion of the test period detailed position and
angle of incidence scans were performed with 4 � 8 � 16 GeV � c electrons with modified geometries (tilted
and with tower offsets) to investigate the uniformity of the response for different incidence locations
corresponding to the super module as installed in ALICE.

The analysis of the data collected is still ongoing. However, even with preliminary calibrations
the early analysis results demonstrate that a satisfactory performance has been confirmed, as described
in the following sections. The main analysis was performed at the PDSF cluster at LBNL by a team
of analyzers from the institutions that participated in the beam test. In total, 18 participants from 8
institutions participated in the beam test 1.

6.1.3 LED Calibration Results

In addition to beam particle data-taking, many runs were taken with pedestal triggers or LED triggers
with the goal to track time and temperature dependent effects. The LED system was installed about
midway through the test beam period. As a consequence, the test beam measurements were performed
with the APDs operated at fixed voltage, rather than at fixed gain. Fig. 6.3 shows an event display for the
full 8 � 8 tower array for the high gain channels.

The difference between the two Front End Cards is apparent; the left half [column ! 4] with the
100 ns shaping time, and the right half with the standard 1 µs PHOS shaper. The histograms show ADC
value versus time sample. The x-axis shows 115 sample bins and each time bin corresponds to a sample
at 100 ns interval. The LED signal is seen in nearly all towers, but there are significant channel-by-
channel variations due to gain variations between individual APDs. The amplitude of the LED signal in
the short shaping time cards (on left) is reduced due to the fact that the LED pulse width of 100 ns was

1We would also like to acknowledge the assistance from the ALICE DAQ/DATE group for the initial setup of the DAQ
software; the PHOS group, and for providing the APDs, FEE cards, and particularly Hans Müller, for help with the readout
system overall. The PHOS group also provided the software used in the analysis of the previous PHOS beam test.
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Figure 6.3: LED event in 8 , 8 array of EMCal towers. Left 4 , 8 towers are with short shaping time. Right 4 , 8
towers are with long shaping time. The scale on all plots is the same.

comparable to the shaping time of that FEE card. Furthermore, by design (see Section 3) the gain for the
short shaping time FEE card was about 60% of the gain for the card with the PHOS shaper.

Among the things studied were the dependence of the signal amplitude with time and temperature.
A dedicated study of the temperature dependence of the APD gain was made on a day without beam by
changing the temperature by approximately 6 � C in the experiment hall over the course of a few hours.
During this time, the LED system was triggered with the same signal strength at a low rate ( � 0.1 Hz)
and temperature readings were taken every minute. The temperature monitors were mounted at the top
and bottom of each strip unit, for a total of eight temperature sensors. An example of the amplitude
dependence on temperature for a typical tower is shown in Fig. 6.4. The average reduction of APD gain
is seen to be about 2% per degree C. This illustrates the need for temperature stability and continuous
temperature monitoring for the super modules when installed in ALICE, as one can expect fluctuations
of the temperature in the ALICE experimental area to be of order 1 � C.

6.1.4 Light Yield

As mentioned above, an important goal of the test beam measurement was to extract the average light
yield, or number of photo-electrons at the APD per MeV of electromagnetic energy deposit in the EMCal.
This quantity determines the APD+shaper gain necessary to match the desired dynamic range of the
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Figure 6.4: Measured LED peak amplitude versus temperature.

measurement to that of the input signal to the ALTRO chip for digitization.

The light yield is extracted for each EMCal tower from the calibration coefficient of that tower -
in channels/MeV, extracted from the matching of the measured EMCal response to the known electron
beam energy. Using the fact that the ALTRO ADC response is 1 Volt input for full scale at channel 1000,
and the known amplifier and preamplifier gains (see Section 3, Table 3.2), as well as the measured APD
gains, the response in channels can be related to the input charge to the APD. The APD gain is extracted
by comparing the signal amplitude as a function of the applied APD bias voltage and extrapolating to
zero applied bias voltage where the gain is presumed equal to unity. The APD gains were extracted using
short LED runs during which the APD bias voltages were varied. The LED peak amplitude versus the
applied bias voltage for a typical tower is shown in Fig. 6.5. From similar measurements for each tower
the APD gain at the operating bias voltage can be extracted. During the test beam measurements the
APDs were operated at a nominal bias voltage of 380 V with an average APD gain of about 30.
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Figure 6.5: LED peak amplitude versus APD bias voltage.

After dividing the measured light yields by the APD gain, the light yield at unit gain was extracted
and shown for many towers in Fig. 6.6. The average light yield was found to be 4.4 � 0.6 photo-
electrons/MeV, essentially the same as the light yield value of PHOS.
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Figure 6.6: Distribution of extracted light yields in photo-electrons/MeV (for APD gain M=1).

6.1.5 Beam Results

As mentioned above, a major goal of the test beam measurement was to investigate the energy resolution
(δE/E) of the EMCal, and how it varied as a function of energy. Since the energy of an electromagnetic
shower spreads over several EMCal towers, the energy deposited in the cluster of towers in which energy
has been deposited must be summed, with proper relative calibration, in order to extract the total energy
deposit in the EMCal. However, since the initial relative calibrations of the towers are unknown, the
extraction of the calibration coefficients must be done iteratively. Furthermore, energy may be missing
from the sum energy peak as towers on the edge of the cluster may have signals which fall below the
pedestal threshold of the towers. Also, the tower calibrations must be determined over a long period of
time as the array of modules is scanned through the beam, with the result that the relative calibrations
may be determined at different ambient temperatures with corresponding APD gain shifts. All of the
results presented here are preliminary in that these various effects are still under investigation.

As described in Section 3 and seen in Fig. 6.3 the digitized time samples have an amplitude as a
function of time t that can be described with the form of a Γ-function as ADC 	 t 
 , where

ADC 	 t 
-� Pedestal & A ' xγ ' expγ .0/ 1 " x
� � (6.1)

x �1	 tmax � t 
2� τ �
where tmax is the time value where the function peaks, τ is the decay constant and γ is the power pa-
rameter of the fit. The charge collected from the APD, and hence the energy deposited in the tower, is
proportional to the value of the parameter A.

An initial relative calibration of the towers can be obtained by adjusting the gain factors to match
the MIP peak in each tower. Fig 6.7 shows results from a preliminary analysis with relative calibrations
based on the electron peaks and summing energies of the 3 � 3 group of towers around the central tower
where the electron impinged on the EMCal. The left figure shows the energy distribution for all beam
triggers, while the right side plot shows the sum energy peak for the same run but selected on events that
also fired the electron (Cherenkov) trigger. This cleans up the spectra significantly (note the log-scale)
below the full energy electron peak, but does not significantly affect the resolution of the electron peak.
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Figure 6.7: Sum energy peak for 3 , 3 towers for 8 GeV � c beam. Left: All beam triggers. Right: Beam triggers
with Cerenkov coincidence.
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Figure 6.8: Sum energy peak for 8 GeV � c beam setting. The insert shows the energy spectrum in the region of
the MIP peak.

The sum energy spectrum summing all towers in a cluster for an 8 GeV � c run is shown in Fig. 6.8.
After first tuning the MeV/channel scale for each tower with the MIP pre-calibration and then further
calibrating iteratively with the electron peak, an improved energy resolution was obtained. A fit to the
energy resolution versus incident energy is shown in Fig. 6.9, where the fit is made to the conventional
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constant and � E term, added in quadrature. The performance is quite similar to the PHENIX EM-
CAL [4] with similar physical characteristics and better than the stated requirements (see Section 2).
One should note that the calibration and analysis was done using the same dataset and concentrated on
a particular detector area, so it is a somewhat optimized result. A global analysis using all towers is in
progress.
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Figure 6.9: Energy resolution of electron peak versus beam momentum. The fit result with the two terms added
in quadrature gives b � 8 � 4 3 0 � 97, a � 2 � 4 3 0 � 28. The GEANT3 simulation for the prototype Module geometry
(without light transport included in the simulation) gave b � 7 � 91 3 0 � 05, a � 1 � 05 3 0 � 02.

Other analysis topics in progress include shower shape studies and determination of the position and
time resolution. A first result demonstrating how well the position of incidence can be extracted from the
spatial distribution of energy deposit in the towers of a cluster is shown in Fig. 6.10 where the correlation
between hits in the EMCal and track projection from the MWPCs is plotted for a given run.

In addition, the data will be analyzed to investigate the uniformity of response across tower and
module boundaries, and how the response differs for modules tilted or recessed as the modules will be
positioned when mounted in a super module in the experimental hall.

A second test beam measurement is planned for late 2006, with EMCal modules of the final design
from the first module production, and with the full electronics chain with shapers and APD gains oper-
ated as planned in ALICE. Another goal will be to exercise the EMCal slow control system for APD bias
control.
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Figure 6.10: Correlation between hits in the EMCal and track projection from the MWPCs.
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7 Physics Performance

The capabilities of the EMCal were outlined in Section 1.1. Addition of the EMCal to ALICE
enables triggering on high ET jets, improves jet energy resolution, and significantly reduces bias for jet
quenching measurements. The EMCal also triggers and measures rare electromagnetic probes such as
direct photons and high pt electrons from heavy flavour decays. This section discusses these capabilities
in more detail.

7.1 EMCAL Trigger

The EMCal will provide a fast trigger to extend the ALICE pt reach for jets, direct photons and electrons
from heavy flavour decays (see Fig 1.4). The baseline trigger functionality for the EMCal is provided by
the PHOS front end electronics which provides fast analogue 2 � 2 tower sums at L0, suitable for (trigger
Level-0 and 1) photon, neutral hadron (π0 and η), and electron triggers. High pt π0 and η also provide
a jet trigger, but with a strong bias towards low ET jets fragmenting into a hard leading particle and a
geometric bias due to partonic energy loss. Comprehensive study of jet quenching requires an unbiased
sample of high ET jets, obtained by means of a “jet patch” trigger on total energy summed over finite
phase space area.

The nominal acceptance of the EMCal is about 25% of the TPC acceptance. The expected enhance-
ment of EMCal L1 triggered observables over a minimum bias trigger and TPC analysis is shown in
Table 7.1. The estimates in this table are based on simple geometric and event rate considerations. The
table shows expected maximum luminosity for various collision systems, the corresponding minimum
bias interaction rate, and the maximum rate to tape, which is limited by taping bandwidth and TPC gating
frequency (100–500 Hz). The rightmost columns show the enhanced recording rate for the EMCal trigger
relative to equivalent measurements using the TPC only, for observables having negligible phase space
area (e.g. π0 in EMCal vs. charged pions in TPC) and for a jet trigger with area ∆η � ∆φ � 0 � 4 � 0 � 4.

Table 7.1: EMCal trigger enhancement factor for various collision systems, for small area triggers (e,γ) and jet
triggers of size ∆η , ∆φ � 0 � 4 , 0 � 4.

Lmax interaction max rate EMCal enhancement
(cm " 2s " 1) rate to tape e,γ,π0 jet

Pb–Pb 1 � 0 � 1027 8 kHz 100 Hz 14 10
Ar-Ar 0 � 6 � 1029 130 kHz 500 Hz 44 31
O-O 2 � 0 � 1029 220 kHz 500 Hz 75 53
p–p 5 � 0 � 1030 200 kHz 500 Hz 68 48

The EMcal trigger significantly increases the statistics, by an order of magnitude for Pb–Pb col-
lisions, and more for lighter systems, and extends the kinematically accesible range for jet studies by
about 70 GeV. The trigger enhancement is greatest for small collision systems with high interaction
rate. The enhancement for finite-area jets is somewhat reduced relative to electrons and γs due to the
smaller effective EMCal acceptance. However, jet measurements incorporating both the EMCal and
tracking have significantly better resolution and less bias than jet measurements based solely on charged
particles. Thus the EMCal-triggered jets provide more robust measurements even for modest trigger
enhancements.
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7.1.1 Heavy-Ion Jet Trigger Requirements

A rare event class such as a jet trigger should typically be recorded at less than � 10 Hz. In order to
achieve this rate, the total rejection of all trigger levels should be 400-800 in Pb–Pb with correspondingly
larger rejection needed for lighter systems with larger interaction rates. The EMCal is sensitive to the
full electromagnetic component and about 25% of the hadronic component of the jet energy. The optimal
jet trigger will therefore utilize both EMCal and charged track measurements in the High-Level Trigger
(HLT), which can provide rejection based on full jet reconstruction. Such a scheme is applicable for
heavy collision systems such as Pb–Pb where the recorded event rate is limited by DAQ bandwidth. In
lighter systems the recorded event rate is limited by TPC gating frequency to about 500 Hz, and the full
jet trigger rejection must be provided by Level-1 in the EMCal.

For heavy systems, the role of the Level-1 EMCal trigger is to reduce the event rate sufficiently to
match the input bandwidth of the HLT, meaning a rejection factor of 10 for minimum bias Pb–Pb Ṫhis
section discusses EMCal capabilities for this factor 10 reduction at L1. We have not yet investigated the
HLT performance to accomplish the full rejection required in Pb–Pb or the EMCal L1 performance for
the full rejection needed in lighter systems.

The EMCal L1 trigger response was studied using PYTHIA-generated jet events and HIJING-generated
heavy ion background. A simple parameterization was used for the detector response. The L1 jet trigger
algorithm sweeps a square patch of dimensions ∆η � ∆φ over the EMCal to find the patch with highest
integrated energy (EMax

T ). Fig. 7.1 shows the jet energy bias in p–p collisions for various E Max
T thresholds.
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Figure 7.1: Trigger bias in p–p collisions for various EMax
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to event generation.

Fig. 7.2 shows the EMax
T differential cross section distribution for central (b=0–2 fm) and peripheral

(b=8–10 fm) Pb–Pb collisions and for the same events with 50–60 GeV jets superimposed. Jet cross
sections in Pb–Pb are calculated using the p–p jet cross section scaled by the number of binary nucleon
collisions. The filled area in each figure shows 80% of the jet yield, i.e. its lower limit indicates the
EMax

T cut for 80% jet trigger efficiency. Background fluctuations are significant relative to the instrinsic
fluctuations of the jet, both for central and for peripheral collisions. The overall level of background is
strongly centrality-dependent, meaning that the E Max

T threshold must vary with centrality (by a factor 2
in this calculation) for a centrality-independent jet trigger efficiency. This choice of thresholds reduces
the L1 output data rate by a factor 10, roughly the factor needed to match the HLT input bandwidth.
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Fig. 7.3, left panel, shows the jet energy dependence of trigger efficiency for L1 data rate reduction of
1/10, for central and peripheral collisions and various patch sizes. The trigger efficiency is significantly
better for peripheral than for central collisions. The 0 � 3 � 0 � 3 patch has poorer efficiency for moderate
energy ET ! 70 GeV jets, indicating the faster growth in background relative to signal for increasing
patch size. The 0 � 21 � 0 � 21 patch is closer to optimal for this model calculation.
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collisions.

Fig. 7.3, right panel, illustrates the effect of jet quenching on the trigger efficiency using two models
incorporating partonic energy loss: the Parton Quenching Model (PQM) [1–3] and the event generator
PYQUEN [4]. Strong and model-dependent reductions in efficiency are apparent up to ET � 100 GeV,
suggesting that jet quenching can have significant influence on the trigger efficiencies.

7.1.2 Trigger Summary

Some qualitative conclusions about the EMCal L1 jet trigger performance and hardware design can be
drawn from the above discussion:

# The L1 rejection needed to match the HLT input bandwidth is achievable while maintaining rea-
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sonable jet trigger efficiency over a broad energy range.

# Uniform jet trigger efficiency as a function of centrality in nuclear collisions requires a centrality-
dependent trigger threshold. The centrality measurement should be supplied by an independent,
azimuthally uniform device to avoid autocorrelations and biases due to orientation of the reaction
plane. The V0 detector is the appropriate detector for this in ALICE, providing a signal propor-
tional to multiplicity [5] on the required L1 timescale.

# Flexibility in jet trigger patch size: optimization of the jet trigger patch size must balance the re-
duction in bias provided by larger patches against increasing background rate above threshold. Jet
quenching may modify the shape of the jet significantly. The hardware design should be flexibile,
accomodating a range of trigger patch sizes.

The baseline functionality for L0/L1 triggers provided by the PHOS front end electronics is sufficient
for γ, π0, and electron triggers. A more flexible trigger system is needed for optimised jet triggers.
EMCal-specific trigger hardware is being developed for this purpose.

The EMCal achieves trigger enhancements of a factor 10–50, depending on collision system and
luminosity, which increases the ALICE kinematic and statistical reach significantly for jet quenching
measurements. The increased reach is crucial for mapping the energy evolution of jet quenching, a
central goal of the ALICE physics program.

7.2 Material Distribution

As a reference for the following sections discussing the physics performance of specific observables,
Fig. 7.4 shows the radial distribution of detector material between the vertex and the front face of the
EMCal. The integrated material thickness at mid-rapidity is about 10% of a radiation length at a radius
of 280 cm, with more material present at larger radius due to the TRD and especially the TOF. Localized
support structures in front of the EMCal are aligned with the gaps between supermodules and do not
contribute to the material shown in the figure. The acceptance for photon and electron measurements
does not overlap the support structures. Jets occupy larger phase space, however, and a small fraction of
jet fragments will shower in the support material. This has been found to have negligible influence on jet
reconstruction performance.

7.3 Jet Reconstruction

As discussed in Section 1.1, full jet reconstruction in heavy ion collisions will provide a qualitative ad-
vance over leading particle measurements for the study of jet quenching. Leading particle measurements
are subject to a strong geometric bias, towards jets which have undergone relative little interaction in the
medium. Full jet reconstruction that is insensitive to the detailed pattern of fragmentation will be free of
such biases, enabling a much more complete study of jet quenching.

High-ET jets that are clearly identifiable over the heavy ion background are produced copiously
at the LHC [6, 7]. It is nevertheless challenging to achieve good jet energy resolution in the heavy
ion environment. This section presents an overview of the main experimental considerations for jet
reconstruction in heavy ion collisions, and discusses our current understanding of jet reconstruction
performance in p–p and heavy ion events using the EMCal and ALICE tracking.

Jet reconstruction in elementary collisions is most commonly based on energy measurements using
electromagnetic and hadronic calorimeters. ALICE takes an alternative approach, with hadronic energy
measured using high resolution charged particle tracking and electromagnetic energy measured using the
EMCal. Hadronic calorimetry is preferred in elementary collisions because of systematic uncertainties
due to unmeasured neutral hadrons in the tracking approach (primarily K 0

L and neutrons). As detailed
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below, this effect is secondary in heavy ion collisions, where background fluctuations are large and a
tracking approach allows a more targeted rejection of low-energy hadrons from soft backgrounds. Jet
reconstruction incorporating charged particle tracking in place of hadronic calorimetry is the preferred
method for heavy ion collisions.

Hadronic energy deposition in the EMCal is removed on average using the projection of charged
particle trajectories to the EMCal front face together with a parameterized response to charged parti-
cle energy deposition [8]. This approach has been used sucessfully for jet reconstruction in elemen-
tary collisions by STAR [9] and ALEPH [10], with jet energy resolution comparable to traditional
hadronic calorimetery methods. The charged particle momentum resolution of ALICE is about 10%
at pt � 100 GeV � c, which is sufficiently good resolution for hard fragments of the most energetic jets
generated in heavy ion collisions (Fig. 1.4). The ALICE two-track resolution is sufficient to maintain
this performance in the dense central core of high energy jets.

A UA1-type cone algorithm [11] is used for initial studies of jet finding in Pb–Pb collisions since
such algorithms allow relatively simple correction of uncorrelated backgrounds.

7.3.1 Jet Background Reduction

The main consideration for offline reconstruction of jets in the heavy ion environment is the large
background of uncorrelated particles. A recent estimate for central Pb–Pb collisions gives dET � dη �
3700 GeV [12], or about 75 GeV of background energy in a small cone area of R � � δη2 & δφ2 5 0 � 2.
The essential difficulty in correcting for this large background arises from impact parameter fluctuations,
statistical fluctuations due to the finite number of tracks, and dynamical fluctuations due to low ET jet
production. The impact parameter fluctuations can largely be removed by an event-wise subtraction of
background.

Jets measured in p–p̄ collisions have a large fraction of their energy lying within a small forward cone:
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for jet ET � 50–100 GeV, about 80% of the charged track energy is contained in a cone of phase space
radius R � � δη2 & δφ2 5 0 � 2 [13]. This suggests that a reduction in cone size below the commonly
used value R � 0 � 7 will improve the signal/background in heavy ion events. A further reduction of
the background can be achieved by imposing a lower pt bound on the charged tracks used in the jet
reconstruction. A study with the HIJING model shows that applying track cut p t � 2 GeV � c excludes
98% of the background tracks. The radius and pt cuts are correlated, however, due to the well-known
angle ordering in jet fragmentation (see Fig. 7.6).
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Figure 7.5: Left: Background energy (HIJING Pb–Pb central) and jet cone energy (PYTHIA) versus cone radius
R [6, 7]. The vertical bars indicate the RMS of the distributions. Right: jet energy resolution as a function of R.
Only charged tracks with pt 6 2 GeV � c are used for both panels.

Fig. 7.5, left panel, shows the transverse energy measured with the track cut p t � 2 GeV � c as a
function of cone radius R, for 50 and 100 GeV PYTHIA jets and background due to central Pb–Pb events
from HIJING. For a 100 GeV jet, the background ET exceeds the measured jet ET for R � 0 � 4. Fig. 7.5,
right panel, shows the resulting energy resolution from the cone algorithm for 50 and 100 GeV PYTHIA
jets embedded into the HIJING background. A larger radius integrates more jet signal, improving the
resolution, while also incorporating a larger background fluctuations which causes deterioration in the
resolution. For 50 GeV jets these competing effects lead to an optimum cone radius of R � 0 � 3. For
higher energy jets the background contributions become relatively less important, leading to a roughly
constant resolution of about 30% for ET � 100 GeV jets with R � 0 � 3.

7.3.2 Jet Energy Resolution

Fig. 7.6, left panel, shows the jet resolution for various sets of cuts. The resolution is calculated with
respect to jet reconstruction that uses all generated particles and a cone radius R � 1. The triangular
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markers show the best achievable resolution using a cone radius of R � 1 and no track p t-cut. The loss
of neutral particles, including neutrinos, leads to an energy resolution of 15%. Successive application of
the smaller cone radius cut R � 0 � 3 and the pt-cut for charged tracks leads to additional contribution to
the resolution of 10% at high pt � 100 GeV and 15% at pt � 50 GeV.

Small jet cone radius and a track pt-cut are required to limit background in heavy ion events, but with
the present algorithm they are the dominant factors in determining the jet energy resolution. As seen in
Fig. 7.6, right panel, the additional contribution to the resolution due to background is modest. Charged
tracking momentum resolution (about 10% at 100 GeV) (see Fig. 5.4.3 of Ref. [15]) and EMCal energy
resolution ( ! 10% � � E) contribute negligibly to the jet energy resolution.
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Figure 7.7: Effect of jet splitting due to small cone radius.

Fig. 7.6 shows a significant deterioration in resolution as R is reduced. This effect is explored further
in Fig. 7.7 for 100–120 GeV PYTHIA-generated jets. The generated jet is within the EMCal acceptance,
excluding a boundary region to account for its finite size. For reference, curve (a) shows the optimum re-
constructed energy distribution for large cone R � 1 � 0, with the shift in the peak relative to the simulation
energy demonstrating the jet energy lost due to unmeasured particles and the track cut p t � 2 GeV � c.
Curve (b) shows the energy distribution for R � 0 � 3 jets, taking only the highest energy (leading) jet
found in the event. Curve (c) shows the complement of (b), the energy distribution excluding the leading



56 7 Physics Performance

jet. The multiple jet rate is high for small cone radius, arising from splitting of a jet whose profile is rela-
tively broad due to hard radiation. This results in a pronounced low-energy tail of the leading jet energy
distribution which contributes to the resolution due to small cone size shown in Fig. 7.6. A simple way to
reduce the effect of jet splitting is to sum the energy of all small-R jets found in the EMCal acceptance.
The resulting distribution curve (d), which shows a marked improvement in jet energy resolution.

Fig. 7.7 suggests that improvements in the reconstructed energy resolution shown in Fig. 7.5 are
possible. Measurement of hard radiation may itself be an interesting probe of the medium, though this
is as yet an unexplored issue. Development of jet reconstruction algorithms for heavy ion collisions is
in its beginning stages, and optimization of biases and resolutions will require a continuous interplay of
experiment and theory.

7.3.3 Jet Measurement Biases
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Fig. 7.8 shows distributions of reconstructed energy for a monochromatic input sample of ET �
100 GeV jets for three different jet reconstruction schemes: leading charged particle (LCP), all charged
particles, and charged+EM jets (labelled “Charged+γ”) in which, in addition, the EMCal response is
included. The jet cone is R � 0 � 4 and the track cut is pt � 2 GeV � c. For the LCP the most probable mea-
sured fraction of jet energy is below 20%, though with a long tail to much larger fraction. Charged-only
jets contain on average about 50% of the jet energy, though likewise with large fluctuations. Addition
of the EMCal increases the most probable measured fraction of jet energy to 90%, though with a tail to
lower fraction whose origin is in part due to jet splitting, as discussed in the previous section.

When convoluted with the steeply falling jet spectrum, this response results in a bias in the jet energy
distribution. For the physical jet spectrum the long tail to the right for leading particles results in an av-
erage measured fraction of the jet energy of about 60%, compared to less than 20% for a monochromatic
jet sample. Fig. 7.9 shows this bias for LCP, charged-only jets, charged+EMCal, and ideal calorimetry
(including neutron and K0

L energy). The lower sets of points in each panel are the ratio of reconstructed
to generated energy as a function of generated energy (i.e. response to a monochromatic source), with
the vertical bars showing the rms of the distribution. The upper sets of points show the same ratio plotted
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as a function of reconstructed energy, demonstrating the bias due to the physical jet spectrum. There is
markedly less bias for Charged+EMCal when compared to Charged alone.

The key jet quenching measurement is the fragmentation function, which requires accurate knowl-
edge of the underlying jet energy. This measurement therefore requires correction for the bias shown in
Fig. 7.9. However, jet quenching itself changes the fragmentation function and will alter the bias, adding
additional uncertainty to the correction factor. It is therefore crucial to minimize the jet energy bias in
order to control the systematic uncertainty of the fragmentation function measurement. This can only be
done by measuring as large a fraction of the jet energy as possible.

Partial jet reconstruction combined with partonic energy loss also results in a geometric bias. In the
extreme case of inclusive hadrons, the measured spectrum is dominated by jets which have had relatively
little interaction in the medium, in other words those jets generated at the periphery of the collision zone
and headed outwards. The bias is against much of the interesting physics, for instance those jets that
have undergone catastrophic energy loss and whose energy and momentum are carried dominantly by
soft hadrons. Fig. 1.1, right panel, shows that leading hadron measurements indeed have little sensitivity
to the properties of the medium. This bias can be minimized only by measuring as large a fraction of the
jet energy as possible.

The EMCal enables ALICE to measure a signifcantly larger fraction of the jet energy than is possible
with charged particle tracking alone. The resulting minimization of jet energy bias and geometric bias
(together with the fast jet trigger) provide essential improvements to ALICE for the study of jet quench-
ing. It reduces sensitivity to the details of the fragmentation, which are unknown for quenched jets and
indeed the object under study, allowing measurement of a less biased jet sample and a correspondingly
more sensitive and complete study of jet quenching at the LHC.
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7.4 γ 7 π0 Discrimination and Direct Photons

Photons do not interact with the medium and therefore provide an important calibration for jet quenching.
At RHIC, the inclusive direct photon yield is a convincing cross-check for high p t hadron suppression
measurements of partonic energy loss (Fig. 1.1). Even more significant would be the coincidence mea-
surement of a direct photon with fragments of the recoiling jet. To leading order the photon energy gives
the energy of the jet, allowing a precise determination of the modified fragmentation function. Direct
photon rates in the ALICE acceptance are significant up to pt � 50 GeV � c (Fig. 1.4). There measure-
ments are challenging, however, due to the small γ � π0 ratio and large fragmentation photon backgrounds.

The ALICE PHOS is a finely segmented Lead-Tungstate calorimeter, targeted at precision measure-
ment of direct photons and correlations. The EMCal has a factor eight larger phase space coverage than
the PHOS, with somewhat coarser granularity (a factor 3 larger in both ∆η and ∆φ). The EMCal may
be able to extend ALICE photon measurements to higher pt due to its larger coverage. However, some
aspects of this measurement have not been explored and definitive conclusions about the photon mea-
surement capabilities of the EMCal cannot be drawn at this time. We present here some preliminary
considerations and identify open questions.

Direct photon measurements are subject to large backgrounds from neutral meson decay (π0, η). At
low pt the decay photons generate separate calorimeter showers and mesons can be reconstructed based
on the two-photon invariant mass spectrum. At higher pt the decay photon showers merge, and shower
shape observables are needed to separate π0 from direct photon signals. Highly asymmetric decays will
mimic the direct photon signal, thus the physical γ � π0 yield ratio (a few times 10 " 2 in p–p collisions at
the LHC) plays a crucial role in determining the practical pt reach of a given measurement.

An additional background to direct photon production is hard bremsstrahlung from a quark jet (“frag-
mentation photons”), which at the LHC may dominate the real photon yield up to p t � 50 GeV � c [14].
Such photons are accompanied by hadrons from the jet and can be suppressed by means of an isolation
cut. Studies for the PHOS find hadron suppression due to isolations cuts of a factor about 20 in heavy ion
collisions [15]. The effectiveness of isolation cuts for the EMCal is under study and we do not discuss
it further here. In this section we restrict our discussion to EMCal capabilities for discriminating direct
photons and π0 at high pt using the shower shape.

At high pt, the showers of the decay photons will merge and be reconstructed as a single cluster.
Merged showers can be distinguished from single photon showers by a shower shape analysis. The best
separation is obtained based on the width λ0 of the cluster along the major axis of the shower shape
ellipsoid. This width is calculated using logarithmic energy weighting to take into account the finite
tower size [16].

Fig. 7.10 shows the EMCal λ0 distribution for π0 and γ clusters with 18 ! Eclust ! 20 GeV, from a
GEANT3 simulation of single photons and π0. In this momentum range a suppression of π0 background
by a factor of 4 can be achieved by selecting clusters with λ0 ! 0 � 55. The resulting γ � π0 ratio as a
function of cluster energy Eclust for p–p and Pb–Pb events is shown in Fig. 7.11. A parameterization
of the spectra from a NLO pQCD calculation [14] was used to scale the yields. The NLO γ � π0 ratio
is shown by the dashed lines. For Pb–Pb collisions, a suppression of π0 production by a factor 5, in
accordance with RHIC results, was assumed. While the background from other particles in the event
was not taken into account in this simulation, a single EMCal tower energy cut of 300 MeV is applied
for the Pb–Pb case, which is known to reject most of the background. The cut was lowered to 100 MeV
for the p–p case, leading to a slight improvement in the shower shape determination. Note that the ratios
are shown as a function of reconstructed cluster energy Eclust , which corresponds to the photon energy
for direct photons and isolated decay photons but is closer to the π0 energy for merged clusters of decay
photons.

The EMCal granularity provides γ � π0 discrimination via shower shape in the range pt � 10–
30 GeV � c. Due to the low γ � π0 ratio, however, a robust γ+jet measurement requires additional hadron
rejection from isolation cuts, which have not yet been investigated in detail. At lower p t, invariant mass
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analysis can be used for π0 rejection. The pt reach up to pt � 30 GeV � c matches well the statistical reach
for γ+jet production (Fig. 1.4).
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Figure 7.12: GEANT3 calculations of electron/hadron discrimination utilizing the EMCal and TPC. Left panel:
E � p for p � 20 GeV electrons (black) and pions (red). Right panel: Pion rejection (=1/efficiency) vs electron
momentum for 80% (upper) and 90% (lower) electron efficiency.

7.5 Heavy Quark Jets

Gluon radiation induced by the passage of a massive quark through coloured matter is suppressed in a
forward cone with opening θC ! mQ � E , where mQ is the quark mass and E its energy. The magnitude
of this “dead-cone effect” results in significantly smaller radiative energy loss for heavy quarks than for
light quarks at moderate momentum (p 5 20 GeV for b-quarks) [17]. At higher momentum the dead-
cone effect is negligible but a difference in energy loss between jets led by B- or D-mesons (quark jets)
and light hadrons (dominantly gluon jets) is still expected due to the difference in colour charge of gluons
and quarks (factor 9/4) [18]. The study of heavy quark jet production over a broad energy range therefore
provides key tests of the mechanisms underlying partonic energy loss.

Fig. 1.4 shows significant inclusive electron yield from the semi-leptonic decay of charm and bottom
quarks, up to pt � 25 GeV � c in the ALICE acceptance. Several detectors provide identification of elec-
trons (TRD and TPC) and the measurement of displaced vertices (ITS), giving ALICE good capabilities
for the measurement of heavy quark jets [19]. The EMCal may provide a high p t electron trigger with
good discrimination, augmenting ALICE’s capabilities for measurement of the highest energy heavy
quark jets. Studies of EMCal performance in this area have only begun, however. We present here some
preliminary considerations, without drawing conclusions about the overall capabilities of the EMCal to
trigger on and measure heavy quark jets.

Misidentified hadrons are a large source of background for electron measurements. Figure 7.12,
left panel, shows the ratio E � p of EMCal energy to track momentum measured in the TPC for 20 GeV
electrons and pions, while the right panel shows pion rejection as a function of electron momentum. At
20 GeV, pion rejection of about 1000 is obtained for 80% electron efficiency.

Additional electron backgrounds come from photonic sources (conversions and Dalitz decays). Fig. 7.4
shows a total radiation length of material interior to the TPC of less than 10%. The STAR collaboration,
with a configuration similar to ALICE, has demonstrated that a large fraction of conversion and Dalitz
pairs can be reconstructed and rejected based on invariant mass [20]. Conversions in the outer material
(TRD and TOF) should be rejected efficiently offline by the E � p cut, though they will contaminate the
electron trigger. Rejection of these conversions by the High-Level Trigger may be possible in Pb–Pb
collisions. These and other background sources require further study.
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8 Integration and Implementation

8.1 EMCal Support Structure - General

The EMCal detector itself weighs approximately 85 metric tons, or 7.7 metric tons per super module. It
is supported on a support structure (CalFrame) that in itself weighs about 20 metric tons. The full weight
of the EMCal and its support structure is transferred to the ALICE magnet iron via two pre-existing
I-beams that span the length of the magnet as seen in Fig. 8.1.

The CalFrame is scheduled for installation inside ALICE in August 2006, at least one year before the
fabrication of the first super module is complete. Therefore the CalFrame was designed to incorporate
rails for the insertion and removal of super modules during later installation windows. This is discussed
below.

Figure 8.1: Photograph of the ALICE magnet showing the EMCal support structure I-beams. The lower and
upper I-beams which support and position the CalFrame are visible at approximately 8 o’clock and 1 o’clock
respectively.
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8.2 CalFrame Design Constraints

The allowable integration volume of the EMCal and its support structure is bounded from the IP between
4320 mm and 5400 mm radially and � 3500 mm axially. The azimuthal envelop is set by the two pre-
existing support I-beams. This integration envelope includes the stack up of all fabrication tolerances
and deflection of the CalFrame when fully loaded with 11 super modules. The CalFrame was designed
to occupy minimum radial space so as to maximize the radial space available for the super modules and
yet to keep the radial deflection to a minimum. Since the CalFrame is radially thin, there was never any
question of excessive material stresses provided a frame design does not exceed the maximum allowable
deflection. The CalFrame is similar in concept to the fuselage of an airplane or the hull of a ship. Fig. 8.2
shows a CAD isometric representation of the CalFrame. The outer skin of the structure is attached to
flanged ribs which are in turn separated by stringers which keep the skin from having large deflections
between flanges.

Figure 8.2: CAD model of the CalFrame.

The upper I-beam installed in the ALICE magnet is designed only to provide horizontal reaction to
the CalFrame. To prevent it from also providing a vertical reaction, the upper support contact between
the CalFrame and the upper I-beam is via wheels mounted along the upper edge of the CalFrame with
axes oriented horizontally and parallel to the beam axis. This allows the extreme upper end of the support
structure to move in the vertical direction as the total load increases during super module installation.
Fig. 8.3 shows the concept for various load conditions on the support structure. The axes of the wheels
may also be oriented vertically so that the wheels roll along the length of the upper beam when the
CalFrame is installed into ALICE.
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Figure 8.3: Cam mounted wheels between the CalFrame and the upper support I-beam shown for various load
and deflection conditions.

8.3 CalFrame Structural Analysis

A finite element model of the CalFrame was developed in ANSYS WorkBench to study the structural
performance of the CalFrame. The model was used to optimize the strength of the design and to reduce
material weight and fabrication cost. The FEA models were verified independently by a team of engi-
neers at LBNL and CERN. The boundary conditions applied to the support structure and the two support
beams are:

1. The upper end of the CalFrame has only a horizontal reaction applied to it by a horizontally-
oriented upper I-beam.

2. The lower end of the CalFrame has both vertical and horizontal reactions applied by a vertically-
oriented lower I-beam.

Deflections and stresses were then first calculated for the CalFrame alone. When the EMCal is fully
loaded, the calculated maximum vertical deflection in the baseline design CalFrame alone is less than 25
mm and is located at the 12 o’clock location. Fig. 8.4 shows the final FEA deflection result for a total
detector load of 110 metric tons. The maximum deflection is 22.7 mm. This load exceeds the actual
weight of the detector by a factor of about 1.3. We conclude that the deflections under full load of the
support structure itself are rather modest. In addition to this, the combined deflection and rotation of the
lower I-beam contributes an additional 40 mm to the support structure vertical deflection with a similar
amount contributed by the upper I-beam. Thus when deflections in both the upper and lower support
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beams are considered, the maximum total deflection sums up to about 100 mm. This net deflection is
large but acceptable.

Figure 8.4: FEA deflections of the CalFrame under a total detector load of 110 metric tons.

The FEA results further show that the maximum stress in the upper support I-beam is modest while
in the lower support I-beam is significant compared to the allowable stress for the 304LN material. In
order to accommodate this high deflection and stress, several design features will be employed:

1. Providing means for adjusting the position of the CaFrame after we complete the installation of
each super module. This option requires access to the CalFrame-support beams connection points.

2. Limiting the total weight of the EMCal plus CalFrame as the final design proceeds to a level
compatible with an acceptable maximum stress in the lower I-beam. The I-beam is constructed
of austenitic stainless steel plates which have have a guaranteed allowable yield strength equal to
270 MPa according to the Euro Norm EN10088-2 (Stainless steels -Part 2 : Technical delivery
conditions for sheet/plate and strip for general purposes). Using the safety coefficients for material
properties and load conditions as defined in the norm ENV 1993-1-1 (Eurocode 3: Design of steel
structures) the admissible stress level for the plates is equal to the yield strength divided by 1.485.
This gives 182 MPa. A further reduction has to be considered for the welds in the I-beam. The
reduction factor for welds, under various different standards, can vary from 0.6 to 1 according
to: the risk of the application; to the value of the items supported; and to the level of control and
qualification of the welders. For this project, given the nature and level of inspection of the welds,
we considered a value equal to 0.8 reasonable. Therefore the overall admissible stress is taken to
be 182 � 0 � 8 � 146 MPa. In the present FEA calculations, this stress corresponds to a total weight
for the detector plus CalFrame of 110 metric tons.

At the present design stage of the CalFrame this figure implies a total maximum weight for the
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EMCal of 86 metric tons. This weight limit is compatible with the detector described in Section 2
with a total active thickness of 20 radiation lengths.

3. Explore moving the CalFrame - I-beams interface points closer to the I-beams anchor locations
and away from the center of the I-beams to reduce overall deflection and stress.

8.4 CalFrame Integration and Installation

The CalFrame is scheduled to be installed inside ALICE within a two week period in August 2006 after
the TPC space frame is installed. Before the CalFrame is lowered in the ALICE cavern for installation a
number of assembly and test activities are planned to take place in the surface halls at Point 2.

8.4.1 CalFrame Assembly

Due to road and transport limitation, between the CalFrame fabrication site in northern Italy and CERN,
the CalFrame will be shipped in two half sections corresponding to the positive and negative pseudora-
pidity segments of the complete CalFrame. These two half sections of the CalFrame will be assembled,
aligned and inspected on the surface at point 2.

8.4.2 Super Module Rails

Super modules, at installation time, slide onto a set of rails mounted to the under surface of the CalFrame.
A set of rollers mounted to sides of the super module crates are used for this purpose. The rails themselves
will be installed an aligned on the surface before the Cal Frame is lowered. Fig. 8.5 illustrates the rail
mounting on the undersurface of the CalFrame. A total of four super module crates are shown in the
installed position each with six strip modules in position. The remainder of the strip modules have been
omitted for clarity. Four sets of rollers attached to each side of the super module crates are visible. In the
fully installed position, the locations of the rollers correspond to the locations of the major ribs on the
CalFrame.

Figure 8.5: Under surface of the CalFrame illustrating the locations of the super module rail system and its
interface to the rollers on the super module crates.
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8.4.3 Super Module Installation Test

A super module installation test will be performed using a prototype super module crate loaded with
dummy weight to the correct super module weight and utilizing the actual installation tooling designed
for installation in the ALICE cavern at Point 2. This test will be undertaken to verify the functionality of
the installation fixtures and to establish procedures to optimize the subsequent super module installation
time in IP2.

8.4.4 CalFrame Load Test

A load test of the CalFrame will be performed to confirm the deflection results of the FEA model. These
measurements will be performed on the surface using both static weights and hydraulic tools. Deflections
at selected points will be measured and compared with the corresponding FEA analysis.

8.5 CalFrame Installation into ALICE

The CalFrame, after assembly and testing on the surface, will be lowered into the Point 2 cavern through
the existing shaft. The CalFrame will moved by the overhead crane and positioned in front of the ALICE
magnet on an A-frame as shown in Fig. 8.6. The A-frame provides extension beams that are connected
to the existing upper and lower support I-beams. The lower end of the CalFrame moves on bronze slider
blocks which slide along the top of the lower I-beam as the CalFrame is installed by pulling into the
ALICE magnet. The upper end of the CalFrame slides along the upper support extension rail and upper
I-beam on wheels with the axles of the wheels oriented vertically. As discussed above and illustrated in
Fig. 8.3 the wheel axles are oriented horizontally after installation to allow the CalFrame to slide on the
top support beam in response to deflections as it is loaded.

Figure 8.6: The CalFrame installation A-Frame which provides extensions of the upper and lower I-beam sup-
ports out away from the ALICE magnet where the CalFrame can be positioned with the overhead crane.
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8.6 CalFrame and Super Module Alignment

The combined deflections of the upper and lower I-beams and the CalFrame itself vary substantially as
a function of loading. Since the full complement of super modules may be installed in the CalFrame
over a series of installation opportunities that may span up to three years and the corresponding number
of LHC runs, a method of adjustment of the CalFrame is required to adjust the super modules to a best
fit to their ideal radial and angular positions. In this way, the subset of installed super modules can be
optimally positioned prior to each run.

At the upper end of the CalFrame, the alignment system consists of the cam-mounted wheels de-
scribed in connection with Fig. 8.3. The wheels are mounted on pivoted levers which are adjusted by
large screws. The lower end of the CalFrame is connected to the bronze slider blocks with adjustable-
length struts. In each of the two strut groups, two are used to adjust in/out and up/down motion of the
lower end of the CalFrame while a third strut provides longitudinal (parallel to the axis of the detector)
stabilization.

8.7 Services, Access, and Maintenance

8.7.1 Services

In Routine operation, the EMCal requires services consisting of LV DC power, HV (400V) DC power
and cooling water. At the present time, the integration plan for these services is nearing completion.

Cooling water is routed from the chiller to the two ends of the CalFrame where it branches to a
manifold that runs along the end surfaces of the CalFrame. Leakless outlets along the length of this
manifold provide cooling water to the electronics crates located at the end of each super module. The
electronics crates are the only locations where cooling water is used on the EMCal. In particular, no
water is brought out onto the back surfaces of the super modules. The cooling water flow is sized to
remove all power dissipation in the electronics crates.

LVDC power is routed from allocated rack space to both ends of the ALICE magnet and from there
to locations adjacent to the two ends of the CalFrame. At that point the transmission cables terminate
in LV patch panels. From there, cables are run along the end surfaces of the CalFrame to power blocks
mounted adjacent to the electronics crates.

HVDC is controlled and regulated on the front end digitizer boards located in the electronics crates.
A single feed of 400 VDC to each electronics crate is all that is required.

8.7.2 Access and Maintenance

Access to the EMCal is limited but sufficient for safe and reliable operation of the detector. Electronics
crates, located at the ends of the super modules are accessible for service even during relatively short
access to the ALICE cavern. Front end electronics cards are easily removed for service. During short
access, the ALICE doors will remain closed, and the ALICE volume will be a confined space (cf Safety
Code A4). Generally any access to the EMCal will require the use of a safety harness and the relevant
safety training.

The back surfaces of the super modules, however, which contain the APDs, charge sensitive preamps,
and calibration LED drivers are not accessible once a super module is installed. Maintenance of compo-
nents on the back surfaces of the super modules can only be performed during shut downs when sufficient
time is available to withdraw a super module using its installation tool. Fortunately, all the components
that are mounted on the rear surfaces of the super modules are robust and unlikely to need any significant
service.
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8.8 Safety Considerations.

The EMCal project team is fully committed to the safe construction, installation and operation of the
EMCal as a component of the ALICE suite of detectors. Our primary goal is to ensure the safety of all
personnel involved in the project but also to control risks, to the greatest extent possible, that might result
in damage to the EMCal, other ALICE detector systems or the environment.

The EMCal itself poses no safety hazards beyond those typical of other ALICE detector systems.
Indeed, it presents far fewer hazards than most typical detector systems. No gasses of any kind are
required for EMCal operation and both HV and LVDC requirements are modest.

Temperatures on the critical components of the front end electronics the only location of any signif-
icant power dissipation are continuously monitored. In addition, located as they are within the ALICE
magnet volume, the EMCal electronics crates are covered by ALICEs common smoke detection system
(SNIFFER).

No flammable materials are used in the EMCal construction with the exception of polystyrene plastic
scintillator. This material is, however enclosed in stainless steel containers within the detector in a
manner that removes it from any source of oxygen for combustion.



69

9 Planning and Organisation

9.1 Schedule

The schedule for the construction and the installation of the EMCal is driven by the start of LHC and by
the physics which will be addressed in the first years of LHC operation. The main critical path step in
the near term will be delivery to point 2 and the installation of the EMCal support structure inside the
ALICE magnet in August 2006. This structure has been already been fully funded and the design and
construction is proceeding on schedule. I-beam support rails to anchor this structure have already been
installed inside the ALICE magnet since 2004.

An extensive detector and electronics R&D program conducted during 2005 and 2006 described in
this document has already fixed the main detector parameters and an integrated system test including
final electronics has been conducted with hadron, muon and electron beams. A final, production ready
design will be completed by the end of 2006.

The Technical Design Report for the EMCal should be finished by this time at the end of 2006 or
at beginning of 2007 when money for the construction should be available assuming the final approval
from USDoE, IN2P3, and INFN is granted. Given approval on this timescale, the first super module
could be completed and installed in November 2007 to have it within ALICE during the first run in
2008. This will allow not only the first physics results for γ, π0 and electron/positron pair production at
high pt but also the commissioning of the hardware and the online and offline reconstruction software.
Following on this, physics opportunities suggest that about half of the full EMCal should be completed
and installed in November 2008 to have a good acceptance to start the study of jet physics in the 2009
run. Finally, the complete EMCal should be ready for the 2010 run. This construction and installation
schedule is technically feasible within the present EMCal Collaboration but it depends critically on the
funding profile to the project which, of course, is not yet defined.

9.2 Cost Estimate

The cost estimate for the full EMCal project scope (11 super modules) is summarized in Table 9.1. The
cost estimate is based on preliminary quotations obtained whenever possible from industrial vendors or
from component production estimates in laboratories within the Collaboration. A large fraction of the
cost will be in the electronics whose cost evaluation is mainly based on the cost of the PHOS electronics,
and includes spares and contingency. Only items which are exclusive to the EMCal are included in the
table while items common to all ALICE sub-detector (DAQ, offline, etc.) are not included. Labour costs
are not included. The cost of the support structure and the R&D money already allocated by DoE (about
2 MCHF) is also not included.

9.3 Responsibilities

The EMCal is a common project shared and jointly managed by several US and EU institutes. A prelim-
inary breakdown by institution of the responsibilities for the different subsystems of the ALICE EMCal
is shown in Table reftable:responsibilities below. The responsibilities will include all technical and fi-
nancial aspects of the project, from R&D and design, to construction, assembly and operation of the
equipment. Final responsibilities will be defined after the complete funding and approval of the project.
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Table 9.1: Project CORE cost estimate for the EMCal detector itself, electronics, conventional systems, infras-
tructure and installation, and calibration and test facilities.

Detector system Cost (kCHF)

Mechanics 975
Working Tools 164

Detector 3750
Electronics ( � 13 K channels) 3207

Conventional Systems 85
Infrastructure and Installation 45

Cosmic and Beam Test Facility 325
Total Detector Cost 8551

Table 9.2: Primary institutional responsibilities within the EMCal project.

Technical Coordination LBNL
Mechanics Catania, Grenoble, LBNL, MSU, Nantes, UCLA, Wayne State
Detector Construction and Assembly Catania, Frascati, Grenoble, Houston, Nantes,

Protvino, UCLA, Wayne State
Electronics ORNL, OSU, Purdue, UCLA, UT
Trigger Grenoble, LBNL, ORNL, UT
Offline UCD, Catania, Frascati, Kent State, LLNL, LBNL, Nantes,

OSU, Strasbourg, UW
Online Creighton, ORNL, Strasbourg, UT
Infrastructure and Integration CERN, LBNL, Nantes
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