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Orientale and Sezione INFN:
P. Cortese, G. Dellacasa, R. Gemme, L. Ramello and M. Sitta.

Aligarh, India, Department of Physics, Aligarh Muslim University:
A. Ahmad, N. Ahmad, M. Danish Azmi, M. Irfan, A. Kamal and M. Khan.

Amsterdam, The Netherlands, National Institute for Nuclear and High Energy Physics (NIKHEF):
A. Bilandzic, M. Botje, I. Kraus, M. Krzewicki, P. Kuijer, R. Snellings and N. Van Der Kolk.

Athens, Greece, University of Athens, Physics Department:
A. Belogianni, P. Christakoglou, M. Fragkiadakis, P. Ganoti, S. Potirakis, M. Spyropoulou-Stassinaki,
C. Tagridis, E. Tsilis and M. Vassiliou.

Bari, Italy, Dipartemento Interatenco di Fisica ’M. Merlin’ and Sezione INFN:
G. E. Bruno, G. D’Erasmo, D. Di Bari, C. Di Giglio, E. M. Fiore, B. Ghidini, A. Mastroserio,
F. Minafra, F. Navach, D. Perrino, F. Posa, R. Romita, R. Santoro and I. Sgura.

Bari, Italy, Sezione INFN:
D. Elia, R. Fini, V. Lenti, V. Manzari, E. Nappi, M. Nicassio, V. Paticchio and G. Volpe.

Beijing, China, China Institute of Atomic Energy:
S. Hu, X. Li, S. Lu, Q. Wen and S. Zhou.

Bergen, Norway, Department of Physics, University of Bergen:
J. Alme, S. Bablok, K. Kanaki, A. Klovning, D. T. Larsen, J. Nystrand, G. Ovrebekk, B. Pommeresch,
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B. Batyunya, L. Jančurová, M. Kutovsky, P. Nomokonov, T. Pocheptsov, G. Shabratova, M. Vala,
A. Vodopianov, Y. Zanevskiy and A. Zinchenko.

Kangnung/Pohang, Republic of Korea, Kangnung National University:
Y. Baek, H. Jung, W. Jung, E. Kang, D. S. Kim, D. W. Kim, H. N. Kim, J. S. Kim, M. Kim, K. S. Lee
and S. C. Lee.

Kharkov, Ukraine, Scientific Research Technology Institute of Instrument Engineering:
V. Borshchov.

Kiev, Ukraine, Bogolyubov Institute for Theoretical Physics:
B. Grynyov and G. Zinovjev.

Knoxville, U.S.A., University of Tennessee:
I. Garishvili, J. Hamblen, D. Hornback, I. Martashvili, K. F. Read and S. P. Sorensen.

Kolkata, India, Saha Institute of Nuclear Physics:
S. Bose, S. Chattopadhyay, I. Das, S. Pal, P. Roy and T. Sinha.

Kolkata, India, Variable Energy Cyclotron Centre:
Z. Ahammed, S. Chattopadhyay, M. Dutta Majumdar, M. Ganti, B. Mohanty, M. Mondal, T. Nayak,
S. Pal, S. Prasad, J. Saini, R. Singaraju, V. Singhal and B. Sinha.
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T. Krawutschke.
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T. Anticić, V. Nikolic and T. Susa,



ix

Contents

1 Introduction 1
1.1 Physics Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Jet Quenching in Nuclear Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The ALICE Electromagnetic Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Detector Design 7
2.1 Design Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 EMCal Detector Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Sampling Fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Module Mechanical Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Module Assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.4 Optical System and Photo Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 Mechanical Assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Strip Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Super Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Electronics 25
3.1 Front End Electronics Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1.1 APD and Preamplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 Front End Card: Shaper and Digitization . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.3 Trigger Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.4 Readout and Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 EMCal Readout Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 APD and Preamplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.2 Dynamic Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.3 Light Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.4 Shaper Time Constant Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.5 Late Neutron Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.6 EMCal Energy Resolution Contributions . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 The FEE Shaper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4 The EMCal Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 EMCal FEE Readout Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.5.1 EMCal Readout Crate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 LED Calibration System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 Data Acquisition and Online 39
4.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 DAQ Architecture Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 DAQ-High Level Trigger Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Data Volume and Bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.5 EMCal Detector Slow Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Trigger 45
5.1 Physics Requirements and Design Overview . . . . . . . . . . . . . . . . . . . . . . . . 45

5.1.1 Trigger Design Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Trigger Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46



x

5.2.1 Jet Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.2 Trigger Latency and Timing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2.3 Trigger Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.4 Trigger Board Prototypes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.3 High Level Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6 Detector Calibration and Monitoring 55
6.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.2 APD pre-Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Cosmic Ray Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.4 Gain Monitoring During Runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.5 In-beam MIP, Electron, and π0 Calibrations . . . . . . . . . . . . . . . . . . . . . . . . . 62

7 Test Beam Results 65
7.1 Goals and Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.3 LED Calibration Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.5 Light Yield . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.6 Beam Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

7.6.1 Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.6.2 Linearity and Uniformity of the Energy Response . . . . . . . . . . . . . . . . . . . 74
7.6.3 Position Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

7.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

8 ALICE EMcal Physics Performance 79
8.1 Physics Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
8.2 Simulation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
8.3 EMCAL Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

8.3.1 Trigger Requirements and Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
8.3.2 Jet Trigger Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.3.3 Jet Trigger Enhancement Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

8.4 Jet Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
8.4.1 Jet Background Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.4.2 Jet Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.4.3 Jet Reconstruction Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8.4.4 EMCal Kinematic Reach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.4.5 EMCal + ALICE PID Detectors Kinematic Reach . . . . . . . . . . . . . . . . . . . 88

8.5 γ/π0 Discrimination and Direct Photons . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.6 Heavy Flavor and High pt electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

8.6.1 Electron/Hadron Discrimination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
8.6.2 Measurement of Heavy Flavor Electrons . . . . . . . . . . . . . . . . . . . . . . . . 92

9 Integration and Implementation 97
9.1 Mechanical Support Structure (CalFrame) . . . . . . . . . . . . . . . . . . . . . . . . . 97

9.1.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
9.1.2 CalFrame Design Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
9.1.3 Super Module Crate and CalFrame Interface . . . . . . . . . . . . . . . . . . . . . . 99
9.1.4 CalFrame Structural Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9.1.5 FEA Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.1.6 Analysis Results - Static Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101



9.1.7 Analysis Results - Seismic Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
9.1.8 CalFrame Load Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.1.9 Installation of the CalFrame Inside the L3 Magnet . . . . . . . . . . . . . . . . . . . 105

9.2 Insertion of Super Modules into CalFrame . . . . . . . . . . . . . . . . . . . . . . . . . 106
9.2.1 Mechanical Design of Insertion Tooling . . . . . . . . . . . . . . . . . . . . . . . . . 106

9.3 Services, Access, and Maintenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
9.3.1 Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
9.3.2 Access and Maintenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

9.4 Safety Considerations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

10 Planning and Organization 111
10.1 Schedule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
10.2 Cost Estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
10.3 Responsibilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

References 115



xii



1

1 Introduction

1.1 Physics Motivation
ALICE (A Large Ion Collider Experiment) at the LHC contains a wide array of detector systems for
measuring hadrons, leptons, and photons. ALICE is designed to carry out comprehensive measurements
of high energy nucleus–nucleus collisions, in order to study QCD matter under extreme conditions and
to study the phase transition between confined matter and the Quark-Gluon Plasma (QGP). Discussion
of the full ALICE physics program can be found in [1, 2].
The interaction and energy loss of high energy partons in matter provides a sensitive tomographic probe
of the medium generated in high energy nuclear collisions (“jet quenching”) [3–6]. Jet quenching mea-
surements have played a key role at the Relativistic Heavy Ion Collider (RHIC) [7–10] and will be central
to the study of nuclear collisions at the LHC.
This Technical Design Report describes a large acceptance Electromagnetic Calorimeter (EMCal) that
will be installed in the ALICE central detector. The EMCal enhances ALICE’s capabilities for jet
quenching measurements. The addition of the EMCal enables triggering on high energy jets, reduces
significantly the measurement bias for jet quenching studies, improves jet energy resolution, and aug-
ments existing ALICE capabilities to measure high momentum photons and electrons. Combined with
ALICE’s excellent capabilities to track and identify particles from very low p t to high pt the EMCal
enables an extensive study of jet quenching at the LHC.

1.1.1 Jet Quenching in Nuclear Collisions
Hard (high Q2) scatterings occur in the initial stage of a high energy nucleus–nucleus collision, produc-
ing high ET partons that must traverse the bulk matter generated in the collision before fragmenting in
vacuum into a jet of hadrons. The scattered partons interact with the matter, losing energy through both
radiative [3–5] and elastic channels [11–13], with the magnitude of the energy loss depending strongly
on the density of the medium. The energy loss effectively softens the fragmentation of the jet, resulting
in suppression of high pt hadrons and enhancement of the soft jet multiplicity. The jet structure may in
addition be broadened, and its shape may be deformed by interaction with the flowing matter. Measure-
ments of jet quenching effects have the potential to probe the medium at the hottest, densest stage of the
collision.
However, jet measurements in high energy nucleus–nucleus collisions must contend with the large back-
ground of soft hadrons in the underlying event. Jet measurements in nuclear collisions at RHIC have
therefore concentrated until recently mainly on high pt hadrons and their correlations (although we re-
mark below on recent developments at RHIC regarding full jet reconstruction in heavy ion collisions).
Figure 1.1, left panel, shows the large suppression of the high pt inclusive hadron yield in central 200
GeV Au-Au collisions, together with the lack of similar suppression for direct photons [14]. This con-
trast, as well as comparison to hadron production in d–Au collisions [15–18], shows that the suppression
arises from final state interaction of high energy partons with dense matter generated in the collision.
The curve in the left panel of the figure is the result of a radiative energy loss calculation in the few-
scattering GLV approximation, which reproduces the measured suppression for initial gluon density
dNg/dy ∼ 1100, about 30 times the density of cold nuclear matter [19]. The figure suggests that large
pt > 6 GeV/c is required to separate QCD radiative effects from non-perturbative phenomena. Measure-
ments of particle-identified yields have also shown a large enhancement in the yield of baryons relative
to mesons in the intermediate pt region ∼ 2−5 GeV/c at RHIC [20, 21]. This has been interpreted in a
parton coalescence picture, indicating an interplay between the fragmentation of hard scattered partons
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Figure 1.1: Inclusive hadron suppression at RHIC. Left: Hadron and direct photon yields in central 200 GeV
Au-Au collisions normalized by p–p collision yields [14]. Right: hadron suppression as a function of transport
coefficient q̂ [25].

and the hadronization of the bulk medium [22–24].
Figure 1.1, right panel, shows a calculation of inclusive hadron suppression based on a multiple soft
collision approximation to radiative energy loss [25, 26]. In this approach the medium is parametrized
by a transport coefficient q̂ = µ2/λ, where µ is the typical momentum transfer and λ is the gluon mean
free path [27]. The transport coefficient is related to the energy density ε of the medium via q̂ = cε3/4,
with c ∼ 2− 10 [27]. Comparison of data in the left panel to the curve for 10 GeV particles requires
q̂∼ 10 GeV2/fm. However, the inclusive suppression is seen to have little sensitivity to q̂ over a very large
range: for a sufficiently opaque medium, the inclusive yield is dominated by jets suffering relatively little
energy loss, which are those jets generated at the periphery of the collision zone and headed outwards
[27–29]. This bias fundamentally limits the sensitivity of inclusive hadron measurements as a probe of
the medium.
Expectations for inclusive hadron suppression at the LHC can also be derived from the figure by scaling
q̂ with the expected increase in initial gluon density from RHIC to the LHC, giving q̂LHC ∼ 70 GeV2/fm
[27]. A large variation in suppression is not predicted, despite the large variation in initial density.
Comparison of the suppression for 10 and 100 GeV particles shows that a large range in p t is needed
to study the logarithmic QCD evolution, which is only possible at the LHC. Overall, inclusive hadron
suppression has only weak sensitivity to properties of the medium, and much more information can be
gleaned from detailed study of jet structure.
Additional evidence for jet quenching is seen in Fig. 1.2, which shows RHIC measurements of the az-
imuthal distribution of high pt hadron pairs [18]. The back-to-back correlation expected from di-jets
is seen in p–p and d–Au collisions, while the di-jet correlation is strongly suppressed in central Au-Au
collisions. In this measurement the “trigger” hadron likewise has a surface bias, meaning that the jet re-
coiling against the trigger is directed towards the dense core of the collision zone. The high p t fragments
of the recoiling jet are seen to be strongly suppressed, also indicating substantial partonic energy loss in
the medium. Its energy and momentum must be conserved, however, and indeed an enhanced correlation
of low pt hadrons is seen for the recoil in central Au-Au collisions [30], with features suggesting that the
energy lost to the medium has to a large extent been equilibrated.
These measurements show clear evidence for jet quenching but the physics reach of such leading-hadron
observables is limited, since they bias towards the subset of jets that has not interacted in the dense
medium. More sensitive measurements of jet quenching, and qualitatively new observables, can be
obtained by means of reconstruction of the full jet energy. This is a difficult task in the complex envi-
ronment of heavy ion collisions, but recent theoretical progress has identified practical implementations
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for background subtraction and (approximately) infrared-safe jet reconstruction even in such an envi-
ronment [31]. The STAR experiment at RHIC has applied these algorithms to the measurement of jets
in Au-Au collisions at √sNN = 200 GeV, with first results reported at a recent conference [32]. These
studies, though preliminary, suggest that unbiased jet reconstruction may be achievable even in heavy
ion collisions.
Progress towards full jet reconstruction raises the possibility of new ways of measuring jet quenching,
including jet structure observables such as the medium-induced modification of sub-jet distributions [33].
RHIC is beginning to explore these possibilities, though its jets studies are constrained kinematically to
ET less than 50 GeV or so.
Nuclear collisions at the LHC will extend the measurement of jet quenching into a qualitatively new
regime. The factor 30 increase in √sNN relative to RHIC corresponds to a huge increase in kinematic
and statistical reach for hard probes, and additional measurement channels become available. There
is copious production of high energy jets that are clearly distinguishable over background, and robust
event-wise jet reconstruction will be possible. The resulting jet sample will give a much more detailed
and complete view of partonic energy loss and the medium-induced modifications of jet fragmentation.
Guidance for the pt scale of hadron production from high ET jets arising from medium-induced radiation
can be obtained from a recent calculation which incorporates medium effects into the Modified Leading
Logarithmic Approximation (MLLA) [34]. Figure 1.3, left panel, shows the hadron multiplicity distri-
bution plotted as a function of the scaling variable ξ=log(1/x), with x = (phadron

t /E jet
T ). Large effects are

seen in both the low pt and the high pt regions, with suppression of hard fragments (low ξ) and a marked
enhancement for the softest fragments (high ξ). The medium-induced excess for jets with ET ∼ 100 GeV
is predicted to be large for pt ∼ 1–5 GeV/c, matching well the unique ALICE momentum reconstruction
and PID capabilities.
Partonic energy loss will be reflected in the modification of jet observables such as jet shapes and multi-
plicity distributions. Calculations suggest that the broadening of the jet multiplicity distribution provides
a sensitive probe of the matter [35]. Figure 1.3, right panel, shows the gluon multiplicity distribution
within a jet cone radius R = 0.3 as a function of momentum kt perpendicular to the jet direction. The dis-
tribution from fragmentation in vacuum is shown, together with its broadening due to interactions in the
medium. A significant medium-induced enhancement is seen at kt ∼ few GeV/c, calculated both in the
“single hard” and “multiple soft” collision approximations for radiative energy loss, ωc = 1

2 q̂L2, where
L is the path length in medium, ωc is the effective cutoff of the radiated spectrum and is proportional to
the total energy loss ∆E ∼ αsωc.
Potentially the most detailed investigation of jet quenching utilizes the coincidence of a jet recoiling from
a direct photon. The colorless photon does not interact with the medium, providing a measurement of
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the recoiling jet energy [36]. The fragmentation function can then be studied in detail on an inclusive
basis using charged particle tracking.

1.2 The ALICE Electromagnetic Calorimeter
ALICE is designed for measurements in the high multiplicity environment of heavy ion collisions and is
well suited for jet quenching studies. It has excellent momentum resolution for charged particles from
100 MeV/c to 100 GeV/c, covering nearly the full range of fragment momentum for the highest energy
jets accessible in heavy ion collisions. ALICE has a wide array of particle identification capabilities
which, as demonstrated at RHIC, will be crucial to understand the mechanisms of particle production
from jet fragmentation and hadronization of the bulk medium.
The EMCal will complete ALICE’s capabilities to measure jet quenching. The most important features
of the EMCal are an efficient and unbiased fast trigger (Level 0/1) for high energy jets, and measurement
of the neutral portion of jet energy. Jet measurements based solely on charged particle reconstruction
are subject to large measurement biases. This bias puts severe limitations on jet quenching studies, since
it is precisely the modification of jet structure that is the observable. The addition of the EMCal allows
measurement of a large fraction of jet energy, thereby reducing the sensitivity of jet reconstruction to
specific jet structure and enabling a comprehensive study of jet quenching. The EMCal will also improve
jet energy resolution, and enhance ALICE capabilities to measure high p t photons, neutral hadrons, and
electrons, of particular importance for tagging heavy flavor jets.
Figure 1.4 shows the annual yield for various hard processes in the EMCal acceptance, for minimum bias
Pb–Pb collisions at nominal luminosity1 . The EMCal kinematic reach for inclusive jets extends beyond
200 GeV, while for di-jets with a trigger jet in the EMCal and the recoiling jet in the TPC acceptance it
is about 170 GeV. The γ–jet rate is statistically robust for pt ≤ 40 GeV/c. The yield for electrons from

1Due to the scaling of hard process cross sections and LHC luminosity with system size, similar annual yields are also
expected for lighter collision systems.
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semi-leptonic decays of b and c extends to pt ∼ 25 GeV/c, corresponding to heavy quark jet energies out
to 80 GeV.
ALEPH [37] and STAR [38] have shown that jet measurements based on EM calorimetry and charged
particle tracking have similar energy resolution to EM and hadronic calorimetry. Indeed, our analysis
shows, charged particle tracking is in fact superior to hadronic calorimetry for suppressing backgrounds
to jet measurements in the high multiplicity environment of heavy ion collisions. The EMCal is therefore
an important addition to ALICE for jet quenching studies.
Full exploitation of jets as a probe of QCD matter at the LHC requires both broad kinematic reach of
jet energy and detailed measurement of jet structure, from the hardest hadronic fragments to very soft
fragments. Much of the interesting physics may indeed be carried by low p t hadrons, which have the
greatest sensitivity to the jet interaction with the medium. In light of RHIC measurements [20, 21],
particle identification is expected to be critical in elucidating the physics of jet quenching. The EMCal
acceptance, triggering and measurement capabilities, combined with the excellent tracking and particle
identification capabilities of ALICE, enable extensive measurements of jet quenching at the LHC.
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2 Detector Design

2.1 Design Overview
The overall design of the EMCal is heavily influenced by its integration within the ALICE [1] magnet.
The EMCal is to be located inside the large room temperature solenoidal magnet of ALICE within a
cylindrical integration volume approximately 110 cm deep in the radial direction sandwiched between
the ALICE space-frame, which supports the entire ALICE central detector, and the ALICE magnet coils.
The PHOton Spectrometer (PHOS) carriage below the ALICE TPC and the the High Momentum Particle
IDentifier (HMPID) above the ALICE TPC, define the azimuthal space available for the EMCal. These
constraints limit the EMCal to a region of about 110 degrees in azimuth. As discussed in Section 2, this
EMCal acceptance is well matched to ALICE physics goals.
The conceptual design of the electromagnetic calorimeter for the ALICE experiment is based on the
Shashlik technology as implemented in the PHENIX experiment [2] at RHIC, HERA-B [3] at HERA,
and LHCb [4] at the CERN. The scope and basic design parameters of the proposed calorimeter have
been chosen to match the physics performance requirements of the proposed ALICE high p t physics
program.

Figure 2.1: The array of super modules shown in their installed positions on the support structure.

Figure 2.1 shows the EMCal super modules, the basic structural units of the calorimeter, mounted in their
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installed positions on the support structure. These are the units handled as the detector is moved below
ground and rigged during installation into their final resting place in the ALICE magnet. A continuous
arch of super modules, each full super module spanning ∼20 degrees in azimuth, is indicated. The EM-
Cal is positioned to provide partial back-to-back coverage with the PHOS calorimeter. Small azimuthal
gaps (∼ 3.0 cm) are provided between super modules to facilitate installation and alignment. These gaps
are positioned in line with the TPC sector boundaries. Along these sector boundaries there is substantial
additional structural material required for the support of the TPC and other ALICE detectors that would
significantly degrade any electromagnetic measurements made in these gaps. Thus, the gaps create no
additional loss of electromagnetic acceptance. Detailed simulations further show that these gaps have no
significant influence on the measured jet energy or jet resolution.
The chosen technology is a layered Pb-scintillator sampling calorimeter with a longitudinal pitch of
1.44 mm Pb and 1.76 mm scintillator1 with longitudinal wavelength shifting fiber light collection (Shash-
lik). The full detector spans η = -0.7 to η = 0.7 in pseudo-rapidity with an azimuthal acceptance of ∆φ =
107◦. The detector is segmented into 12,288 towers, each of which is approximately projective in η and
φ to the interaction vertex.
The towers are grouped into super modules of two types: full size which span ∆η =0.7 and ∆φ = 20◦,
and one-third size which span ∆η = 0.7 and ∆φ = 7◦. There are 10 full size and 2 one-third size super
modules in the full detector acceptance (see Fig. 2.1).
Each full size super module is assembled from 12× 24 = 288 modules arranged in 24 strip modules of
12× 1 modules each. Each one-third size super module is assembled from 4× 24 = 96 modules. Each
module has a fixed width in the φ direction and a tapered width in the η direction with a full taper of
1.5◦. The resultant assembly of stacked strip modules is approximately projective in η with an average
angle of incidence at the front face of a module of less than 2◦ in η and less than 5◦ in φ.
A module is a single self-contained detector unit. Each module is comprised of four independently read
out towers, each spanning ∆η×∆φ = 0.014×0.014. In the following sections we present the mechanical
and optical design of the EMCal modules, the motivation for this design, and their assembly into strip
modules and super modules.

2.2 EMCal Detector Modules
Each individual module, the smallest building block of the calorimeter, contains 2× 2 = 4 towers built
up from 76 alternating layers of 1.44 mm Pb (Natural Pb - standard mill spec.) and 77 layers of 1.76
mm polystyrene base, injection moulded scintillator (BASF143E + 1.5%pTP + 0.04%POPOP) with an
intrinsic light output of 50% Anthracene [5]. White, acid free, bond paper serves as a diffuse reflector
on the scintillator surfaces and provides friction between layers. The scintillator edges are treated with
TiO2 loaded reflector to improve the transverse optical uniformity within a single tower and to provide
tower to tower optical isolation at > 99%. The total thickness of the 3 layers of paint applied to the
scintillator edges is 80 µm.
The Pb-scintillator stack in a module is secured in place by the static friction between individual layers
under the load of an internal pressure of ∼1.1 kg/cm2. The module is closed by a skin of 150 µm thick
stainless steel on all four transverse surfaces. Flanges are laser welded to the ends of the stainless steel
skin (straps) to permit secure attachment to the front and back plates of the module. This thin stainless
skin, plus the optical treatment of the scintillator edges, is the only inert material between the active tower
volumes. The internal pressure in the module is stabilized against thermal effects, mechanical relaxation,
and long term flow of the Pb and/or polystyrene by a customized array of 5 non-linear spring sets per
module. In this way, each module is a self-supporting unit with a stable mechanical lifetime of more than
30 years when held from its back surface in any orientation, as when mounted in a strip module.

1To best account for inactive materials in the space immediately before the calorimeter, the first layer of the detector is
scintillator.
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Figure 2.2: A cross section of the scintillator/Pb stack of one module identifying the main mechanical compo-
nents.

All modules in the calorimeter are mechanically and dimensionally identical. The front face dimensions
of the towers are ∼ 6×6 cm2 resulting in an individual tower acceptance of ∆η×∆φ ∼ 0.014×0.014 at
η=0. The mechanical aspects of module construction are discussed in more detail below in Section 2.2.2.

2.2.1 Sampling Fraction
The calorimeter design incorporates a moderate detector average active volume density of ∼5.68 g/cm3

which results from a ∼ 1 : 1.22 Pb to scintillator ratio by volume. This results in a compact detector
consistent with the EMCal integration volume at the chosen detector thickness of ∼ 20 radiation lengths.
In simulations, this number of radiation lengths gives a maximum deviation from linearity (due mainly
to shower leakage) of ∼2.8% for the most probable energy response in the range up to 100 GeV photons,
which is deemed acceptable.
The energy resolution of an electromagnetic calorimeter can be parameterized as

σ/E = a/
√

E ⊕b⊕ c/E , (2.1)

where E is the shower energy and the first term characterized by the parameter a arises from stochastic
fluctuations due to intrinsic detector effects such as energy deposit, energy sampling, light collection
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efficiency, etc. The constant term, b, arises from systematic effects, such as shower leakage, detec-
tor non-uniformity or channel-by-channel calibration errors. The third term, c, arises from electronic
noise summed over the towers of the cluster used to reconstruct the electromagnetic shower. The three
resolution contributions add together in quadrature as indicated in Eq. 2.1. Over the lower half of the
energy range of interest in ALICE, the stochastic term dominates with the constant term increasing in
significance only at the highest energies.
The energy resolution for a given sampling frequency in an electromagnetic calorimeter varies with the
sampling frequency approximately as σ/E ∼

√

dSc/ fs where dSc is the scintillator thickness in mm and
fs is the sampling fraction for minimum ionizing particles. For optimum resolution in a given physical
space and total radiation lengths, there is thus a desire to have the highest possible sampling frequency.
Practical considerations, including the cost of the total assembly labour, suggest reducing the total num-
ber of Pb/scintillator layers thus decreasing the sampling frequency. Using the 1:1.22 Pb to scintillator
ratio described above as a compromise - a sampling geometry of Pb(1.44 mm)/Scint(1.76 mm) - detailed
GEANT3 simulations yield a/

√
E ⊕ b% with fit results a = (6.90 ± 0.09)% and b = (1.44 ± 0.03)%

over the range pt = 5 to 100 GeV/c. The simulation results are shown in Fig. 2.3. These results are
based on energy deposition only and do not include photon transport efficiencies or the electronic noise
contribution. Systematic contributions to the resolution arising from calibration and related systematic
uncertainties are ignored.
Some increase in the constant a is to be expected from photon transport and related effects. This has
been studied in a series of test beam measurements of prototypes of this detector with various sampling
frequencies including - Pb(1.6 mm)/Scint(1.6 mm) also shown in Fig. 2.3 - and preliminary results are
consistent with a small increase in a as discussed in Chapter 7.
The value of the constant term b is dominated by shower leakage in these calculations. Other systematic
effects which arise during detector fabrication and from the tower-by-tower calibration uncertainties will
increase b. The latter effect is itself of the order of 1% typically. Results from the analysis of the test
beam measurements performed at PS and SPS at CERN with the final prototype modules are described
in Chapter 7.
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Figure 2.3: GEANT3 simulations of the EMCal module resolution. Left: Proposed production module. Right:
Prototype test module.

The impact of detector energy resolution on the proposed physics program has been studied. Given
the nature of the proposed physics, and in particular, the main focus on jet physics, there is no sharp
cutoff on the required energy resolution for isolated electromagnetic clusters. Simulations show that a
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resolution of the order of ∼ 15%/
√

E ⊕ 2% is sufficient for the jet physics program and this is fixed
as the minimum detector requirement. The electron and photon physics programs will benefit from
better resolution. Based on simulations and test beam results it is expected that the EMCal minimum
performance requirements will be readily met and we project an ultimate performance of better than
∼ 12%/

√
E ⊕1.7%. This is discussed further in connection with the prototype module test beam results

in Chapter 7.
The physical characteristics of the EMCal are summarized in Table 2.1. An exploded view drawing of
the module showing all single components is shown in Fig. 2.4

Table 2.1: The EMCal Physical Parameters.
Quantity Value
Tower Size (at η=0) ∼6.0 × ∼6.0 × 24.6 cm3 (active)
Tower Size ∆φ×∆η = 0.0143×0.0143
Sampling Ratio 1.44 mm Pb / 1.76 mm Scintillator
Number of Layers 77
Effective Radiation Length Xo 12.3 mm
Effective Moliere Radius RM 3.20 cm
Effective Density 5.68 g/cm3

Sampling Fraction 10.5
Number of Radiation Lengths 20.1
Number of Towers 12,288
Number of Modules 3072
Number of Super Modules 10 full size, 2 one-third size
Weight of Super Module ∼7.7 metric tons (full size)
Total Coverage ∆φ = 107o, -0.7 < η < 0.7

Figure 2.4: Exploded view drawing of EMCal module showing all components.
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2.2.2 Module Mechanical Details
Each module has a radial slice rectangular cross section in the φ direction and a trapezoidal cross section
in the η direction with a full taper of 1.5 degrees. The structural members of each module in the final
design are: back plate, compression plate, paper-Pb-paper-scintillator stack, front plate and 4 straps; the
dimensions and materials used are listed in Table 2.2

Table 2.2: Materials and dimensions of the components used for the construction of a single EMCal ALICE
module.

Component Quantity η width φ width Thickness Material
(mm) (mm) (mm)

Back plate 1 127.41 119.47 15 aluminum, 6082 T6
Compression plate 1 126 119 14 aluminum, 6082 T6
Lead absorber 76 min 119.80 119.54 1.44 Natural Lead

max 126.49
Scintillator tile 308 = 4x77 as for Lead 119.54 1.76 Polystyrene
Paper 154 = 2x77 as for Lead 119.54 0.1 Bond, acid free
Front Plate 1 119.80 119.54 10 aluminum, 6082 T6
Straps 4 100 100 0.150 Stainless Steel 316 L

A compressed design has been adopted for the EMCal modules in order to provide the module with self-
supporting mechanical stability. Figure 2.5 shows a cross section of the module illustrating the straps,
the back plate, the compression plate, and the Belleville washer stacks. The front and back plates of a
module are held precisely in place by the four stainless steel straps. These straps align the back and front
plates and permit a compressive force to be applied to the stack. The mass of each module is ∼ 20.5 kg
and the different layers of the stack are held in place in any orientation by the inter-layer static friction
that appears when a compressive force is applied via the compression plate. Tests have established the
coefficient of static friction for every pair of materials in the module stack. The minimum coefficient
was found to be 0.33, corresponding to the bond paper-scintillator interface. The minimum compressive
force needed for stability of the stack is 5×141 N. A final compressive force of 5×311 N was adopted
after a program of tests with mechanical prototypes, and applying safety factors and contingencies. The
resultant pressure in the stack is ∼ 1.1 kg/cm2 when this force is applied.
The compressive force is transferred to the stack through the compression plate (see Fig. 2.5). This is a
14 mm thick aluminum plate that is situated between the back plate and the stack and has freedom for
axial displacement while it is restrained for lateral movement. The load is transferred to this plate by 5
sets of Belleville washers compressed by setscrews from the back plate or alternatively through 5 load
cells used to measure the compression force at initial assembly. These washers are characterized by a
rather flat, nonlinear relationship between load and deflection. A series-parallel configuration of washers
can be arranged to allow large deflection of the stack with relatively small change in load. The chosen
Belleville washer design will permit a total stack deflection of ∼ 1.3mmwhile sustaining a mechanically
stable compression within 50% of its initial value.
The long term value of the compressive force within the module is determined by the response of the
Bellville washers in response to creep, or flow, of the module components as well as the long term
relaxation of the components as they continue to flatten over time. The effect of Lead flow under com-
pression has been analyzed in order to predict long-term structural stability of the modules. According
to J.R. Riddington and M.K. Sahota, it is safe to assume, provided tensile or shear stresses are limited
to 1.72 MN/m2 (250 psi) in normal conditions, that no measurable creep for lead of 99.9% purity will
be observed. In conditions of purely compressive stress the ”safe stress” figure may be increased to 2.75
MN/m2 (400 psi).
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By design, therefore, the EMCal modules are not expected to show measurable creep of the lead tiles.
The compressive load is more than a factor of 10 smaller than the value for which measurable creep is
observed. Thus, flow of the lead over the lifetime of the module is not an issue. Similar measurements of
stacks of paper or polystyrene scintillator under compression show a very rapid (hours) approach to the
equilibrium stack height. Therefore the most significant issue for the lifetime of the compressive load in
a module is the slow approach to flatness of the module component layers under the compressive load,
and the resultant decrease in the height of the module stack. The single largest contributer within the
module to the flatness relaxation is the lead plates which invariably are slightly deformed by handling in
the module fabrication process.
The nonlinear response of the Belleville washer system allows 0.400 mm of creep of the module during
the estimated lifetime of the module, with a 10% loss of compressive load. A 1.30 mm shortening of
the module stack will lead to a 50% loss of compressive load and 1.75 mm of creep would lead to 100%
loss of compressive load. Experimental tests have shown that 100% loss of compressive load does not
lead to failure of the module structure. In this case the lead tiles ”slide” down onto the straps and thus
some compressive load is restored. The mechanical design is thus ”failsafe” although complete loss of
compressive load might result in damage to some WLS fibers.
In order to stabilize the module and to avoid more than 0.400 mm of creep during the anticipated lifetime
of the EMCal, a higher than nominal compression load is applied during the first 3 days after the module
is stacked and prior to transfer of the compressive load to the Belleville washers. The module pressure
is tracked with load cells over this period and adjusted early in the process wen the pressure drop and
module shortening occurs quickly. It is assumed that a module is stabilized when no measurable change
in the stack height occurs in a 24 hour period.

Figure 2.5: A cut-away view of the module stack showing the structure of the straps, the back plate, the com-
pression plate and the Belleville washer stacks. A section of the strong-back that binds modules into strip modules
is also shown.

Other activities associated with module production include pre-machining the taper in the scintillator,
processing the Wave Length Shifting (WLS) fibers to the final bundle configuration, treating the scintil-
lator edges and quality control. For the machining of the scintillator tiles to their final size the complete
set required for one tower is stacked, compressed, and machined as a unit to the final taper dimensions.
The machined tiles are kept in stacked order until they are ready for module assembly.
The WLS fiber preparation begins with the cutting of the fibers to the proper length and polishing the
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ends with a high precision wheel with 3 cutters (2 carbide and 1 diamond). The fibers are cooled to
liquid N2 temperature for the cut-polish process. Once the fibers are polished, the next step is to sputter
an aluminum mirror on one end (see Fig. 2.6)

Figure 2.6: A picture of the Ar ion plasma used to sputter Al on the polished fiber end to form a high quality
mirror. A bundle of approximately 400 fibers can be treated at one time.

After the fibers are aluminized the bundles are prepared using a fixture (see Fig. 2.7) which positions
the fiber bundle into the correct convergent configuration from the rectangular matrix that samples the
volume of the tower into the circular cross section required to mate to the light guide/diffuser. The
converged fiber bundle passes through a plastic cylinder where the cut and polished fiber ends are secured
with optical epoxy. After curing, the optical epoxy surface is polished. This surface ultimately makes
contact with the light-guide that removes spatial correlations (a diffuser) and transfers the light to the
Avalanche PhotoDiode (APD) photo sensor (see Section 2.2.4).

Figure 2.7: A fixture used to position the WLS fibers into the correct convergent shape that transitions from the
uniform sampling of the tower volume to the small circular diameter required to mate to the light guide/diffuser.
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2.2.3 Module Assembly
During the module prototyping period efforts were made to scale-up the facilities and handling equip-
ment for the full scale production requirements of the Shashlik modules. The dimensional tolerances
of individual modules are critical to the successful assembly of modules into strip modules and their
integration into super modules. A module stacking fixture used to control tolerances in the process of
assembling the hundreds of parts that go into a module is shown in Fig. 2.8 and Fig. 2.9 during various
stages of module assembly.

Figure 2.8: Left: Stacking fixture prior to the insertion of any EMCal components. Right: Stacking fixture during
the assembly of a prototype module.

Figure 2.9: Left: Assembled module on the assembly station after removing the stacking fixture, and with the
load cells and the crossbeam installed. Right: The module during the installation of the black light-blocking foil.

The module stacking fixture is mounted on a precision cast iron base. Four laterally sliding alignment
towers are attached to the cast iron table. The shape of these towers correspond precisely to the desired
shape of the module. A set of 16 precision wires (4 per tower), aligned with the fiber holes of the stack
are mounted in a mechanism under the stacking base which allows them to be increased in length in a
way that follows the increasing height of the stacked module.
When all layers of a module have been stacked in place, a crossbeam is attached to the uprights of the
stacking fixture in order to fix the module front and back plates precisely with respect to each other.
A compression is then performed loading the compression plate to a total of 350 pounds. This force,
adjusted as necessary, is applied over a period of three days until satisfactory stability is reached. At that
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time, the module is wrapped in a light tight enclosure; the external straps are attached and the module is
removed from the assembly station ready for integration into the strip module.

2.2.4 Optical System and Photo Sensors
Scintillation photons produced in each tower are captured by an array of 36 Kuraray Y-11 (200 M),
double clad, wavelength shifting (WLS) fibers that run longitudinally through the Pb/scintillator stack.
Each fiber within a given tower terminates in an aluminized mirror at the front face of the module and is
integrated into a polished, circular group of 36 fibers at the photo sensor end at the back of the module.
Because the tower transverse shape deviates slightly from square as a function of longitudinal depth,
we choose a fiber pattern which has exactly the same aspect ratio as the mechanical tower shape at a
depth close to shower maximum. This has the effect of making the fiber pattern uniform across tower
boundaries when weighted by the shower energy deposition. The properties of the selected fibers are
given in Table 2.3.
The fiber bundles are pre-fabricated and inserted into the towers after the module mechanical assembly
is completed. A prototype fiber bundle is shown in Fig. 2.10. The 36 individual fibers for a single tower
are packed into a circular array 6.8 mm in diameter and held in place inside a custom injection moulded
grommet by Bicron BC-600 optical cement. An optical quality finish is applied to the assembled bundle
using a diamond polishing machine. At the other end of the bundle, individual fibers are similarly
polished and mirrored with a sputtered coat of aluminum as described above.

Figure 2.10: A prototype EMCal fiber bundle of 36 fibers.

A number of optical studies have been completed to assess the light transmission through individual
fibers and the efficacy of the mirror applied to the fiber end at the front face of the calorimeter. In
these tests, a single optical fiber connected to a UV LED light source was used to inject light of fixed
amplitude at varying positions along the fiber. Tests were made with and without mirroring applied to the
polished fiber end and transmitted light was recorded with an Avalanche Photo Diode (APD) photosensor
as a function of position of the light injection point. Typical results are shown in Fig. 2.11 for a single
mirrored fiber. In this figure, the APD sits at zero distance and the front face of the calorimeter, in a
full detector assembly, would sit at the distance of approximately 37 cm. The curve shows the light
transmission efficiency in arbitrary units as a function of distance from the APD. The response is quite
flat in the vicinity of shower maximum (i.e., the location of the highest density energy deposition for an
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electromagnetic shower). The shower maximum occurs at about 26 cm on the distance scale of Fig. 2.11.
This number accounts for material immediately in front of the EMCal in ALICE (which ranges between
0.4 and 0.8 radiation lengths) and assumes a total of 5.5 - 6.0 radiation lengths for shower maximum for
10 GeV photons. At this depth in the detector, the mirrored fiber response is very uniform and does not
contribute significantly to the non-linearity of the detector as a whole.
Measurements studying direct transmission through fibers, including long ones, reveal three attenuation
lengths for these WLS fibers associated with the fiber core and cladding layers: 2.2 cm, 20.6 cm, and
340 cm. The fit in Fig. 2.11 assumes these attenuation lengths and varies the source strengths and
reflection coefficients independently for each of the attenuation lengths. We note that the reflection
coefficient for the long attenuation length (P6) component is ∼ 73% while the short attenuation length
components are not effectively reflected (consistent with zero) by our mirror.

Figure 2.11: Light transmission efficiency in arbitrary units versus distance of propagation for Kuraray Y-11
fibers with aluminized mirrored end. The fitted curve is discussed in the text.

Other factors that can significantly impact the performance of the calorimeter include scintillator edge
treatment, the density of the wavelength shifting fiber readout pattern, and the material chosen for the
interlayer diffuse reflector. For scintillator edge treatment and fiber density, we were able to take ad-
vantage of the extensive studies made by the LHCb collaboration for their ECAL [4]. Given that we
use the same scintillator with virtually identical towers size to the LHCb ”middle modules”, we were
able to adopt their procedures for scintillator edge treatment and fiber density after a series of relatively
simple checks. In particular, we have adopted a diffuse reflector edge treatment such as that obtained
with Bicron Titanium Dioxide loaded white paint (BC622A) and a total fiber density of about one fiber
per cm2. In the case of the interlayer diffuse reflector, we have to deviate from LHCb and use a white,
acid free, bond paper in place of the Teflon based commercial TYVEK. While TYVEK produces slightly
better surface reflectivity, its coefficient of friction is too low to permit its use in this design where the
module’s mechanical stability depends on the interlayer static friction. The white paper used in the EM-
Cal prototypes has been previously studied for aging effects in connection with the STAR calorimeter
project [6].
The 6.8 mm diameter fiber bundle from a given tower connects to the APD through a short light guide/diffuser
with a square cross section of 7 mm× 7 mm that tapers slowly down to 4.5 mm× 4.5 mm as it mates
(glued) to the 5 mm×5 mm active area of the APD.
Figure 2.12 shows 4 pre-fabricated fiber bundles inserted into the towers of a single prototype module.
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Table 2.3: Characteristics of the selected wavelength shifting fibers.
Quantity Value
WLS fiber Y-11 (200) M-DC
Manufacturer Kuraray
WLS Fluor K27 200 mg
Absorption Peak 430 nm
Emission Peak 476 nm
Decay Time 7 ns
Core material PS
Refractive Index 1.59
Inner Cladding PMMA
Refractive Index 1.49
Outer Cladding FP
Refractive Index 1.42
Long fiber Attenuation Length 3.5 m
fiber Diameter 1.0 mm

Figure 2.12: Fiber bundles with attached APD and preamplifier of four towers of an EMCal prototype module.

In this picture all of the module rear enclosing and structural elements are omitted so the wavelength
shifting fibers may be seen as they converge to the light guide (inside the black plastic tube) and finally
to mate with the APD and charge sensitive preamplifier. The APD and preamplifier are discussed at
length in Chapter 3. Here we will mention briefly their optical characteristics. The selected photo sensor
is the Hamamatsu S8664-55 avalanche photodiode. This photodiode has a peak spectral response at a
wavelength of 585 nm compared to an emission peak of 476 nm for the Y-11 fibers. However, both the
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spectral response and the quantum efficiency of the APD are quite broad with the latter dropping from
the maximum by only ∼5% at the WLS fiber emission peak. At this wavelength, the manufacturer’s
specification gives a quantum efficiency of 80%.

2.3 Mechanical Assembly
2.3.1 Strip Module
2.3.1.1 Design

Twelve detector modules and a structural strong-back form a strip module which is the final product of
the module assembly site from whence they are shipped to the super module assembly and calibration
site. A fully assembled strip module is shown in Fig. 2.13. Like the module, the strip module is a self-
supporting unit. A collection of 24 strip modules forms a super module. The functions of the strong-back,
in addition to the mechanical support for modules, include a role as the principle structural component
of the super module crate as well as protection for the optical fibers, a structural mount for the light
guide, APD, and charge sensitive preamplifier, and a light-tight enclosure for all these elements. At the
top of the strong-back are 3 printed circuit boards (the so-called Transition cards, or T-cards) whose
function is to provide the interface between the charge sensitive preamplifiers and the flat ribbon cables
that transport the analog signals along the length of the super module to the FEE crates. Each detector
module is fixed onto the strong-back by four 5 mm diameter stainless steel screws.

Figure 2.13: Fully assembled strip module showing 12 modules integrated onto their strong-back.

2.3.1.2 Description

The strong-back is 1494 mm long, 130 mm wide, and 100 mm thick with a weight of 15 kg. The
strong-back is designed thick enough to provide sufficient inertia and mechanical stiffness with a small
deflection for the 272 kg load of 12 detector modules. The weight of a fully equipped strip module is
estimated at 293 kg.

2.3.1.3 Fabrication

The strong-back is made from sand cast aluminum, with 48 pyramidal cavities along its length where the
optical fibers from 12 modules emerging from towers converge toward the photo sensor. The casting pro-
cess is well suited to form these cavities and the overall structure of the strong-back, saving considerable
raw material cost and machining time. The raw material will be aluminum alloy (AC-42000) chosen for
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its magnetic properties and its ability to be easily cast and machined. Figure 2.14 shows the front and
the back side of a cast strip module strong-back.

Figure 2.14: Front (left) and back (right) side of a module strong-back.

2.3.1.4 Design and Fabrication Status

A prototype sized for 4 modules was machined for qualification of the strip module concept and the
strong-back design. These 4-module prototype versions of the strong-back were used for the second
beam test modules where a 4×4 module (8×8 = 64 tower) prototype was tested. Figure 2.15 shows the
machined version of the strong-back prototype suitable for the beam test. As this document is written,
the first several full size strong-backs have been cast and machined.

Figure 2.15: Prototype of strong-back for beam test without (left) and with (right) modules mounted on it.

2.3.1.5 Finite Element Analysis

Detailed Finite Element Analysis (FEA) of the strong-back design has been conducted. Safety coeffi-
cients in the FEA analysis were used following the ENV 1993-1-1 norm, Eurocode 3, which specifies
a safety coefficient of 1.1 on yield strength of material, and 1.35 safety coefficient on static load. For
strip modules at the 12 o’clock location in the ALICE magnet, the maximum deflection of the present
strong-back design is found to be 0.32-0.35 mm with clamped ends as the boundary condition. The
corresponding maximum stress is 28-30 MPa for 180 MPa yield strength of the raw material. The maxi-
mum stress occurs on the 5 mm diameter holes located near ends of the strip module used for fixation of
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modules onto the strong-back. Figure 2.16 shows the mesh model of the strong-back used in the FEA
calculations. Figure 2.17 shows the deflection pattern and the distribution of stress in the strong-back.

Figure 2.16: Mesh model of strong-back.

Figure 2.17: Left: Deflection of strong-back. Right: Location of maximum stress on strong-back.

2.3.2 Super Module
The super module is the basic building block of the calorimeter and is the final unit which is handled
for movement into the underground cavern and installation into the ALICE magnet. Given the 288 indi-
vidual detector modules which are rather compact and heavy, the main engineering task was to design a
stiff super module structure that performs with small deflections in any orientation yet does not require
extensive, heavy external stiffening components that would reduce the available volume for the active de-
tector. The basic structure of the ALICE central detector suggests that the EMCal super modules should
have an azimuthal size of approximately 20 degrees to correspond to the primary structural periodicity
of the ALICE TPC and the other detectors of the ALICE central detector. This defines the natural size
and weight range of the super module to meters and several tons.

2.3.2.1 Design of Super Module Crate

The concept adopted for the ALICE EMCal is to develop a super module crate which functions not as
a box for holding the individual modules, but rather an integrated structure in which the individual strip
module elements contribute to the overall stiffness. In the present design, the super module crate is a
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large I-beam in which the flanges are the longitudinal sides of the crate and the 24 transverse rows of
strip modules together form the web of the I-Beam, as shown in Fig. 2.18. The two extreme positions
of the super module in the ALICE magnet (∼12 and ∼9 o’clock) stress the super module in the two
principal perpendicular directions. With 1444 mm spaced flanges, this configuration gives the super
module a very good stiffness for the ∼9 o’clock location. To limit deflections of the super module when
positioned in the 12 o’clock orientation, the super module crate features a 1 mm thick stainless steel
forward sheet (traction loaded), which controls the bending moment at the root of the strip modules which
would otherwise tend to open the crates longitudinal sides in the 12 o’clock position. By controlling the
tendency of the super module crate to open in the 12 o’clock position, this forward sheet helps to limit
deflection of strip modules for the 12 o’clock location.

Figure 2.18: A fully equipped super module.

The intrinsic stiffness given by the I-beam concept allows the use of non-magnetic aluminum alloys for
most parts of the super module crate. Unlike austenitic stainless steels, light alloys are easy to machine,
helping to limit both cost and weight. The two main sides (flanges of the I-beam) of the crate are
assembled from 2 plates, each 25 mm thick, bolted together and arranged in order to approximately
follow the taper of the 20 degree sector boundary. Parts of the super module crate are made mainly from
laminated 2024 aluminum alloy plates. Ridges are provided on side plates to allow accurate angular
alignment of the strip modules. Strip modules are stacked together in contact - without any clearance.
This allows a limit on machining costs of the ridges and to avoid serious dead areas for the physics. In
order to limit machining time, the crate is mainly made from 25 mm thick plates bolted together instead
of a whole 50 mm thick machined plate. Only one of these plates (the one with ridges for strip module
alignment) receives any significant milling, the other is mainly just drilled.

2.3.2.2 Dimensions and Weight of Super Modules

The super module crate is 3400 mm long, 1600 mm wide, and 530 mm high. The estimated weight of
the super module crate, without strip modules but including the roller system is 482 kg. The estimated
weight of a fully fitted, full size, super module is 7514 kg.

2.3.2.3 Finite Element Analysis of Super Module

Safety coefficients were used following the ENV 1993-1-1 norm, Eurocode 3, corresponding to a 1.1
safety coefficient on yield strength of material, and a 1.35 safety coefficient on static load. The yield
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strength of the 2024 alloy used for the laminated plates is 290 MPa and the yield strength of 42000 alloy
used for cast parts is 180 MPa. Figs. 2.19 and 2.20 show the deflections and stresses for super modules
in the 12 o’clock position and the 9:20 o’clock position.

Figure 2.19: Deflection (Left) and stress (Right) of the super module at the 12 o’clock location.

Figure 2.20: Deflection (Left) and stress (Right) of the super module at the 9:20 o’clock location.

The maximum stress in the super module crate for the 12 o’clock location is 22 MPa. The maximum
stress in the super module crate for the 9:20 o’clock location is 73 MPa located at the interface between
the carriages and the crate. The maximum stress on the support pads ranges from 17.5 to 18.3 Mpa
depending on the location of the super module while the maximum stress on the carriage structure is
70 MPa.
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3 Electronics

The readout electronics of the PHOS (PHoton Spectrometer) detector of ALICE have been adopted for
the EMCal Front End Electronics (FEE) readout with only minor modifications. This is because the
light yield per unit of energy deposit in the EMCal is similar to that of the PHOS [1, 2], and because
the electronic noise performance requirements of the EMCal are less stringent than those of PHOS,
because of the worse intrinsic energy resolution of the EMCal due to sampling fluctuations. The PHOS
electronics readout is summarized in the next section and differences with the PHOS FEE are described
in Section 3.2.

3.1 Front End Electronics Architecture

Figure 3.1: PHOS/EMCal Readout electronics overview.

The PHOS is a highly granular PbWO4 calorimeter comprising 17920 crystals when fully implemented
in 5 groups of 3584 crystals. The crystals are kept in a cold zone at −25◦ C and separated by an isolation
layer from a warm volume immediately behind (radially) the crystals that encloses the electronics. A
schematic overview of the EMCal (PHOS) Front End Electronics [3] is shown in Fig. 3.1. The interface
of the FEE with the ALICE Data Acquisition and with the Trigger and High Level Trigger are described
in further detail in Chapters 4 and 5.

3.1.1 APD and Preamplifier
The active readout element of the PHOS detector is a 5× 5 mm2 active area Avalanche PhotoDiode
(APD S8148) [4] which is glued to each PHOS crystal. This APD was the result of a large R&D activity
carried out by the CMS collaboration and Hamamatsu Photonics to arrive at the development of the APD
S8664-55 (or S8148) [5, 6]. This is a large area Avalanche PhotoDiode with high quantum efficiency,
low dark current, and very good stability and reliability. The main characteristics of this photo-detector
are listed in Table 3.1. In particular extensive studies have been made to insure the radiation hardness of
this device [7].
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Table 3.1: Characteristics of the S8664-55 (S18148) Avalanche PhotoDiode.
Active Area 5×5 mm2

Capacitance 90 pF
Wavelength min. ∼ 320 nm
Wavelength max. ∼ 1000 nm
Peak wavelength 600 nm

Quantum efficiency ∼ 80% at 476 nm
1/M × dM/dT (M=30) ∼−1.7%/◦C
1/M × dM/dV (M=30) ∼ 2.3%/V

The APD is connected directly to the back of a Charge Sensitive Preamplifier (CSP) with 0.83 V/pC
sensitivity and a maximum range of about 5 pC. The APD and CSP are shown in Fig. 3.2. The APDs are
operated at moderate gain for low noise and high gain stability in order to maximize energy and timing
resolution. With a nominal APD gain of M=50, about 220 electrons are generated in the APD per MeV
of energy deposited by showering electromagnetic particles (4.4 e−/MeV at M=1) in PHOS.

Figure 3.2: The Avalanche PhotoDiode (left) mounted on the back of the Charge Sensitive Preamplifer (right)
used by PHOS and EMCal.

3.1.2 Front End Card: Shaper and Digitization
The CSP converts the charge signal over a 1 pF capacitor into a voltage step that is formed by the CR-
2RC shaper of the FEE into a semi-Gaussian pulse shape. The FEE cards contain 32 remotely controlled
precision High Voltage (HV) bias regulators [8], 64 shapers and digitizers, a board controller, and a
power regulation system which prevents noise coupling between digital or High Voltage sections and the
analog signal section. The APD bias voltages can be set individually to a precision of 0.2 Volt/bit. Each
shaper channel is split via a low noise gain buffer into high and low gain shapers for a total dynamic
range of 14 bits using two 10-bit digitizers. Four ALTRO (ALICE TPC ReadOut) [9] digitizer chips are
required, each containing 16 10-bit flash ADCs and internal multi-event buffers, for a total of 32 high
gain and 32 low gain channels per FEE card. The choice of the ALTRO chip, combined with a board
controller FPGA, allows the PHOS and EMCal to re-use the readout back-end protocol of the ALICE
TPC via an external Readout Control Unit (RCU) [10].
The FEE has an effective 14-bit dynamic range over the interval 5 MeV to 100 GeV for the PHOS,
which has a measured energy resolution of 2% at 2 GeV. The ADC samples the waveform at 10 MHz
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(programmable). An additional design goal for PHOS was timing resolution of about 1 ns at 2 GeV in
order to reject low energy neutrons and anti-neutrons. The competing requirements of low noise (narrow
bandpass) and good timing resolution (wide bandpass) have necessitated extensive tests of alternative
PHOS shaper designs, with shaping times varying between 1 and 4 µs. As discussed below, the EMCal
requirements dictate a shorter shaping time of about 100 ns. These shaping time modifications only
require changes in discrete component values of the shaper and do not affect the layout of the FEE
board.

3.1.3 Trigger Input

Each 32 channel FEE card forms 8 analog charge sums of 2×2 adjacent towers to provide fast Level-0
and deadtime-less Level-1 photon (or electron) shower triggers. The fast-OR signals are extracted from
the input of the shaper, passed through a simple 100 ns RC-shaper, and sent via short differential cables
of equal length to the Trigger Region Unit cards (TRU) [11]. One TRU card receives 112 (PHOS) or 96
(EMCal) analog sums from the 14 (PHOS) or 12 (EMCal) FEE cards connected via the short differential
cables (TRU domain). The TRU digitizes the sums using commercial Flash ADCs and inputs the full
space and time image of all channels it services into a single FPGA. In the case of PHOS, the FPGA
trigger algorithm applies 4× 4 sliding window algorithms for successive Level-0 and Level-1 trigger
generation, with programmable thresholds for simultaneous low, mid, and high energy trigger outputs at
a decision rate of 40 MHz.

3.1.4 Readout and Control

A group of 9 FEE cards (384 towers for EMCal) is read out by a custom 200 MByte/s GTL+ bus under
mastership of an external RCU card. Each RCU card masters up to two readout domains via a separate
custom GTL bus and transmits the FEE data to the Local Data Concentrator of the DAQ via an ALICE-
standard Detector Data Link (DDL) [12]. An additional slot on each GTL bus is used for installation of
a TRU card, or additional FEE card. Communication and control of the TRU are via the GTL bus.
Control and monitoring access to the FEE card resources are implemented in programmable firmware
logic on the FEE cards. This slave logic allows RCU address-mapped access to both the control and data
sections of the FEE cards. The address space includes ALTRO-chip internal registers, APD bias control
registers, and registers for voltages, currents, and temperatures.

3.2 EMCal Readout Considerations

3.2.1 APD and Preamplifier

The PHOS decision to use the Hammatsu S8664-55 APD was made largely because, at the time, it
was essentially the only commercially available large area APD. It was developed by Hamamatsu in
collaboration with the CMS experiment. While a number of new APD products are now commercially
available, and some of these products might be suitable replacements for the Hamamatsu S8664-55
APD, there is no expected performance benefit for the EMCal due to the dominance of the intrinsic
resolution contribution, and potential cost savings would most likely be offset by the need to develop a
new preamplifier and/or bias control in the case that the required bias exceeded the 400 V maximum of
the PHOS FEE. For these reasons it was decided to use the same APD and preamplifier as used by PHOS
(see Fig. 3.2).
The only significant difference with the PHOS readout then is the difference in the FEE amplifier due to
the chosen dynamic range, the EMCal light yield, and the amplifier shaping time.



28 3 Electronics

3.2.2 Dynamic Range
Based on the expected annual yield of photons and π0 at high pt (Fig. 1.4 of Chapter 1), the full scale
energy range for an EMCal tower is chosen to be 250 GeV as compared to 80 GeV for PHOS, well be-
yond the expected maximum photon or π0 energy. Setting the EMCal full-scale energy range to 250 GeV
sets the Least Significant Bit (LSB) on the low gain range to 250 MeV (10-bits) with the corresponding
maximum energy on the high gain range at 16 GeV (×16) and least significant bit at 16 MeV.

3.2.3 Light Yield
Another important parameter of the EMCal readout is the light output to the APD per MeV of energy
deposit in a tower. The PHOS produces 4.4 photo-electrons/MeV from the APD with gain M=1. The
initial estimate for the EMCal from measurements with early prototype lead/scintillator assemblies with
photomultiplier readout using cosmic ray muons gave a initial estimate of 2.5 photo-electrons/MeV for
APD readout at gain M=1. The shaper gains discussed below and used in the first test beam measure-
ments were based on this result and the assumption of an operational APD gain of M=50. As discussed
in Chapter 7, analysis of test beam results indicates an EMCal light yield of 4.4 photo-electrons/MeV,
i.e. the same as PHOS.

3.2.4 Shaper Time Constant Optimization
A substantial effort was made for PHOS to investigate alternative shaper designs and shaping times.
In the case of PHOS, a primary consideration is optimum performance for measurement of low energy
photons, in the region around 1 GeV, of interest for observation of thermal photon radiation from the
hot initial phase of the heavy ion collision. With the good intrinsic resolution of PbWO4, care must be
taken to minimize the electronics contribution to the noise. This can be done by a judicious choice of the
shaping time of the amplifier.
A general noise model of an amplifier reflects all noise sources to the input and represents them in an
equivalent representation as Equivalent Noise Charge (ENC) which includes both the amplifier and the
detector noise. There are in general 4 noise components:

• Current (or Parallel) noise: Shottky (2qID) + Shunt resistor thermal + equivalent input current

• Voltage (or Series) noise: 4kTRS thermal + Johnson noise at amplifier input

• 1/f noise

• Pileup noise (negligible for EMCal).

The noise performance of the APD+preamplifier is shown in Fig. 3.3 [3] . These results are for a detector
capacitance of CD =CAPD +Cin = 90+10 = 100 pF as for the Hamamatsu S8664-55 APD. These results
indicated an electronic noise minimum of about 300 e− for a shaping time of about 2 µs. The competing
consideration of a reasonably good timing measurement motivated a final choice of 1 µs shaping time
for PHOS.
Several considerations motivate a much shorter shaping time for the EMCal. First, simulations of central
Pb–Pb collisions with HIJING+AliRoot [14] (the ALICE implementation in GEANT3) indicate that the
EMCal will be affected by a large slow neutron contribution that has a tail extending for hundreds of
ns after the collision. Second, the number of ALTRO samples recorded is dictated by the total shaped
pulse width. With the approximately ten times coarser EMCal granularity, the occupancies will be corre-
spondingly higher in EMCal than in PHOS. With the goal to keep the total data volume per RCU similar
to PHOS the number of EMCal samples should be reduced to keep the product of (occupancy)×(No.
samples) similar. This would argue for a shaping time of about 100 ns. With 100 ns shaping time the
voltage noise would dominate such that one would expect a total electronics noise contribution of about
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Figure 3.3: Electronic noise as a function of shaping time for PHOS at −25◦C and EMCal at +20◦C.

1500 e− for the PHOS APD+preamplifier+shaper with 100 ns shaper time. This would correspond to
an electronics noise contribution of about 12 MeV per EMCal tower. Due to the larger intrinsic energy
resolution term of EMCal compared to PHOS (8.5% vs 3.6%) the importance of the electronics noise
contribution is much less significant.

3.2.5 Late Neutron Background
Simulations of the EMCal response for central Pb–Pb collisions with HIJING+AliRoot have shown that
there is a large background energy deposit predominantly from late neutrons produced in secondary
interactions in the surrounding materials of the ALICE experiment [13]. The muon absorber is one of
the major sources of this background. As shown in Fig. 3.4 the background has a long tail with arrival
times extending for several hundreds of ns after the collision. (Note that this background is generated
by the primary central Pb–Pb collision, and hence it is a centrality dependent effect, expected to scale
with the multiplicity of produced particles). The result indicates that the shaping time used should be as
short as feasible in order to minimize this background contribution to the energy measurement. Without
any timing cut, the average background energy deposit in central Pb–Pb collisions is 36 MeV per tower,
i.e., several times greater than the expected electronics noise contribution per tower with 100 ns shaping
time.

3.2.6 EMCal Energy Resolution Contributions
The relative contributions to the total EMCal energy resolution are shown in Fig. 3.5. The assumptions
have been discussed above and relevant parameters are compared to PHOS and summarized in Table 3.2.
The intrinsic energy resolution has been assumed to be 6.9%/

√
E ⊕ 1.4%, based on GEANT3 simula-

tions for the production module (see Section 2.2.1). The digitization resolution has been assumed to be
determined by a maximum energy scale set to 250 GeV with 10-bits of digitization resolution and dual
gain ranges separated by a factor of 16. The constant energy contribution due to calibration errors has
been assumed to be 1%. Finally, the electronics noise contribution has been conservatively assumed to
be σENC = 2000 e− for an integration time of 100 ns (see Fig. 3.3). With a light yield of 4.4 e−/MeV,
a gain of 30, and 3× 3 modules included in the energy sum, this corresponds to an electronics noise
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Figure 3.4: Rate of total energy deposit in the EMCal vs arrival time for central Pb–Pb collisions. Results are
shown for arrival times greater than 30 ns with and without the other ALICE detectors. The background energy
deposit is primarily from late neutron hits and comprises about a third of the total energy deposit.

contribution to the resolution of c = 48 MeV/E (Eq. 2.1). This contribution (dotted curve) is seen to be
negligible compared to the intrinsic noise contribution (solid dark curve) except at photon energies much
below 1 GeV.

Figure 3.5: Contributions to the total EMCal photon energy resolution. Blue curve: 6.9%/sqrtE⊕1.4% intrinsic
contribution, Green curve: digitization contribution, Light blue curve: electronic noise contribution.

3.3 The FEE Shaper
As discussed above, the only modification to the FEE used by PHOS for application to the EMCal readout
is to modify the shaper to use a shorter shaping time. The CERN-Wuhan (CW) shaper, developed jointly
by CERN and Wuhan, implemented on the FEE card, is shown schematically in Fig. 3.6. The shaper
gain for each gain range is chosen such that the maximum CSP voltage (for the chosen APD gain) gives
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Table 3.2: Summary of PHOS and EMCal readout parameters.

Quantity PHOS EMCal
Digitization Ranges High Gain: 5 MeV – 5 GeV High Gain: 16 MeV – 16 GeV
x16 and x1 ranges Low Gain: 80 MeV – 80 GeV Low Gain: 250 MeV – 250 GeV
10-bits LSB=5 MeV LSB=16 MeV
Light Yield 4.4 e−/MeV at M=1 4.4 e−/MeV at M=1

220 e−/MeV at M=50 125 e−/MeV at M=30
Channel rate at E> 30 MeV ∼200 Hz ∼2 kHz
APD Hamamatsu S8664-55 Hamamatsu S8664-55

5×5 mm2, CAPD = 90pF 5×5 mm2, CAPD = 90pF
Charge Sensitive Preamp JFET:2SK932 JFET:2SK932

Cinput = 10pF Cinput = 10pF
0.83mV/fC or 0.136µV/e− 0.83mV/fC or 0.136µV/e−

CSP Output range 0.143mV – 2.34V 0.267mV – 4.27V
(5 MeV – 80 GeV) (16 MeV – 250 GeV)

ENC 730e− (3.3 MeV) ∼ 1500e− (12 MeV)
Shaper CR-2RC type; Semi-Gauss CR-2RC type; Semi-Gauss

τint = 1 µs; τpeak = 2 µs τint = 100 ns; τpeak = 200 ns
Trigger signal shaping FWHM=100 ns FWHM=100 ns
ADC ALTRO-16ST; 10-bit ALTRO-16ST; 10-bit

LSBnoise < 0.5 mV LSBnoise < 0.5 mV
Sampling Rate: 1/∆t 10MHz; 15 presamples 10MHz; 15 presamples
Max.Nr. Samples/signal 100+15 10+15
5 · τpeak/∆t
Data rate/Channel 58 kB/s =125 kB/s

(=200Hz*2*(115 samples)*10-bits) (=2kHz*2*(25 samples)*10-bits)
Power consumption 112 FEE*10W = 1.12kW 36 FEE*10W = 0.36kW

8 TRU*30W =0.24kW 3 TRU*30W =0.09kW
Total 1.36kW/Module Total 0.45kW/SuperModule

(380mW/channel) (390mW/channel)
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the fullscale input voltage of the ALTRO ADC chip of 1 Volt maximum input (=1024 bit). Based on a
nominal light yield of 4.4e−/MeV obtained with the PHOS crystals and an APD gain of 50 the following
two gain ranges and gain values were implemented for PHOS:

High gain: 5 MeV – 5.12 GeV: VCSP = 1.37 mV – 0.14 V: Shaper gain = 6.9

Low gain: 80 MeV – 81.9 GeV: VCSP = 2.19 mV – 2.34 V: Shaper gain = 0.43

Figure 3.6: Schematic diagram of the shaper of the PHOS/EMCal FEE.

The CW shaper was developed for optimal noise performance with successive RC differentiator and dual
Bessel integrator stages of common cutoff frequency and with gain ratio of 16 for low energy and high
energy ranges. The RC differentiator is combined with a pole-zero cancellation, tuned for the CSP. The
output stage to the ALTRO ADC is fully symmetrical and contains a high frequency RC noise filter.
Table 3.3 shows the results obtained with the Bessel calculation described in detail in Ref. [3] for the CW
shaper RC components of 1 µs (PHOS) and 100 ns (EMCal) shaping times and gain ratio 1/16. RZ has
been determined empirically as the best non-overshoot value of the pole zero cancellation. For a change
in the bandpass frequency (or shaping time) of the shaper, R0 must be adjusted to correspond with CZ to
the new bandpass value (i.e., τpeak = CZR where 1/R = 1/RZ +1/R0). All other values R1,R2,R3,C1, and
C2 can be calculated with the method described. The results for the 1 µs shaping time were calculated
for the desired PHOS maximum signal of 1 Volt to the ALTRO input for 2.34V maximum preamplifier
signal output corresponding to a low range gain value of 1/2.34=0.42 (×16 gain range gain = 6.81) . The
values for the 100 ns shaping time have been calculated for the 4V maximum preamplifier output for the
EMCal (see Table 3.3) corresponding to gains of 1V/4.27V = 0.234 (×1) and 3.75 (×16) for the two
gain ranges.
The first prototypes of the PHOS FEE electronics board (version v1.0) were produced in fall 2004 with
second prototypes (version v1.1) produced in spring 2005. A photograph of the FEE card is shown in
Fig. 3.7. The production of 130 PHOS FEE cards (sufficient to read out the first PHOS module of 3584
crystals) took place in December 2005, and first prototypes of the EMCal FEE (version v1.1e) were
produced in spring 2007.
The test beam measurements with the EMCal prototypes described in Chapter 7 were performed with
one FEE v1.0 card with the 1 µs shaping time used for PHOS, and a second FEE v1.0 card with 100 ns
shaping time as planned for the EMCal, during the tests at the meson test beam at FNAL in 2005, The
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Table 3.3: RC values for the CERN-Wuhan shaper with 2 µs, and 200 ns shaping times, peaking time τ peak = 2τ0
(buffer gain = 2, gain ratio =16).

τ0 Gain CZ , RZ R0 R1 R2 R3 C1 C2

1 µs 2×3.35 470 pF,143 kΩ 4.22 kΩ 681 Ω 4.87 kΩ 1.96 kΩ 68 pF 1000 pF
1 µs 2×0.21 470 pF,143 kΩ 4.22 kΩ 4.02 kΩ 1.69 kΩ 5.36 kΩ 150 pF 470 pF

100 ns 2×2.00 470 pF,143 kΩ 213 Ω 78.7 Ω 316 Ω 205 Ω 100 pF 1000 pF
100 ns 2×0.125 470 pF,143 kΩ 213 Ω 590 Ω 147 Ω 442 Ω 220 pF 470 pF

Figure 3.7: Photograph of the 32 channel PHOS/EMCal FEE card.

test beam measurements carried out at CERN in 2007 were performed with prototype EMCal FEE cards
(FEE version v1.1e).

3.4 The EMCal Trigger
As described in Section 3.1.3 the PHOS readout includes a Trigger Region Unit card (TRU) [11] on each
GTL readout bus that provides sliding 4× 4 tower sums for generation of a Level-0 and three Level-
1 triggers with programmable thresholds for simultaneous low, mid, and high energy shower trigger
outputs. All of the trigger outputs generated locally from each TRU are logically ORed and input to the
ALICE Central Trigger Processor. The PHOS trigger was designed to trigger efficiently on photons and
can serve that purpose equally well for the EMCal. The PHOS TRU will be used for the EMCal with
only minor modifications. First, because the EMCal input connections to the FEE cards do not have
exactly the same geometrical mapping as for PHOS, the TRU FPGA code will need to be modified to
take into account the different tower mapping of PHOS and the EMCal.
The PHOS TRU single shower trigger provides a good leading photon, or leading π0 trigger that also
triggers efficiently on high energy jets. However, because a single shower trigger will have a bias towards
jets including a leading π0, it is of interest to have the capability to trigger on larger regions of EMCal
towers. For this purpose a Summary Trigger Unit (STU) that will take input from the TRU modules and
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perform energy sums over larger regions of the EMCal is being built. The PHOS TRU has been upgraded
for EMCal for this purpose to provide raw trigger sum output that can be input to the STU to form trigger
sums over large jet-like regions of EMCal that cross TRU boundaries, and to provide improved single
shower 4× 4 tower sums that cross TRU boundaries. The TRU modifications for EMCal and the STU
module are described in more detail in Chapter 5.

3.5 EMCal FEE Readout Mechanics
In the EMCal assembly four towers with APDs and preamplifiers are integrated into one mechanical-
electronic EMCal unit, a so-called EMCal module. The ends of the fiber bundles, light guides, and APDs
with preamplifiers are secured in a compact matrix unit on the back of the module. As part of the con-
struction of an EMCal super module, 12 EMCal modules will be assembled onto a support backbone to
provide one strip module. Twenty-four strip modules are stacked together in Z to comprise a super mod-
ule. An EMCal transition card (T-card), located within the strip module, connects APD+preamplifiers
of a group of 2× 8 towers from a group of four modules adjacent in φ. The T-card is connected to the
FEE via a 60-pin shielded ribbon cable. The mapping of the EMCal towers to FEE input channels will
be accommodated on the T-card to preserve the geometrical grouping of 2× 2 adjacent towers used to
form the analog trigger sum primitives in the FEE.

3.5.1 EMCal Readout Crate
Owing to radial space restrictions for the EMCal, it is not possible to locate the EMCal FEE directly
behind (radially) the EMCal, as is the case for PHOS. Instead, the EMCal FEE crates, with associated
FEE and TRU boards, and GTL bus and RCUs, will be located at the outer end (large Z) of each EMCal
super module, as shown in Fig. 3.8.

Figure 3.8: The arrangement of the two FEE crates mounted at the end of the EMCal super module. (Note that
in Fig. 2.18 three FEE crate enclosures are shown at the end of each super module.)

A super module consists of 24×48(φ×Z) EMCal towers with each FEE card connected to 8×4(φ×Z)
towers. Thus each full super module is read out by 36 FEE cards with two RCUs logically arranged as
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shown in Fig. 3.9. Each RCU is connected to two GTL buses with 10 logical addresses for connection to
either a FEE card or TRU card. Nine FEE cards are readout with each GTL bus and 3 TRU boards are
installed on 3 of the 4 GTL buses. The extra GTL bus location is used for an extra FEE board that is used
to readout the photodiodes that monitor the LED output of the LED monitoring system (see Section 3.6).

Figure 3.9: The arrangement of the EMCal readout electronics within the FEE crates.)

Physically, each RCU and GTL bus pair with FEE and TRU boards, is located within it’s own mechanical
crate. Figure 3.10 shows the arrangement of the two FEE crates attached to the end of the super module.
The power dissipation per channel of embeded FEE/TRU electronics is 390 mW/channel. This gives an
expected power dissipation of 450kW per super module. This heat is removed by a manifold of copper
radiator plates connected to the ALICE negative pressure water cooling system (see Fig. 3.10).

Figure 3.10: The mechanical details of EMCal readout crate. Right: With cooling manifold raised.
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3.6 LED Calibration System
A LED calibration system will be incorporated into the EMCal detector in order to monitor and adjust the
APD gains. A preliminary version of a LED system was incorporated in the first prototype modules used
in the first test beam measurements performed at FNAL described in Chapter 7. In that system, a UV
LED (part no. E7113UVC by eLED) was mounted in a small hole in the back enclosure of each module
and irradiated a small piece of plastic scintillator that extended into the region of each tower where the
WLS fibers were brought together to attach to the lightguide and APD. The scintillation light excited
the WLS to provide the calibration signal. Although this system worked adequately for the purposes
of the test beam measurements, the light yield was barely adequate, especially for the short shaping
times intended to be used for the EMCal readout. Also, the close proximity of the LED to the APD and
preamplifier resulted in electronic pickup in the APD+preamplifier from the large amplitude fast pulse
necessary to pulse the LED. The electronic pickup was especially problematic for the short shaping time.
As a result of these observations, the LED monitoring system was revised with the LEDs located out-
side of the EMCal super module and the LED light brought to the EMCal modules via light fibers, as
illustrated in Fig. 3.11. The LED light is transported to each strip module via a 3 mm light fiber, where
it is split in a fiber bundle (12× 0.5 mm) with one fiber brought to each module of the strip module. A
small diffusor sheet located at the center of the module, between the four towers, reflects the LED light
up towards the WLS bundle of each tower. The 0.5 mm fibers are routed through a 1 mm diameter Al
tube which has the same shape for all modules, assuring a uniform light source for all 48 towers of one
strip module.
For the LED drivers, an avalanche pulser system has been used to provide ultra-bright LED light pulses
of a few ns duration [3, 15]. Such fast ultra-bright LED sources have been used already for investigation
of the timing characteristics of the PHOS/EMCal electronics [3] and will be used for the APD tests
described in Section 6.2.

Figure 3.11: Scheme adopted for EMCal gain monitoring system. Note that the LED monitoring fiber will be
viewed by a unit gain photodiode, without radioactive source. The photodiode will be readout through the EMCal
FEE.

The LED pulser and light distribution system shown in Fig. 3.11 was implemented for the prototype
EMCal modules used in the 2007 beam tests at CERN, described in Chapter 7. The prototype LED
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system with planned fiber distribution scheme was confirmed in the test beam measurements to provide
sufficient light per tower (about 30 GeVequivalent) for the EMCal requirements. Analysis of the beam
test data has demonstrated the feasibility of this method, confirming the expected anti-correlation of gain
with temperature (Fig. 3.12).
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Figure 3.12: Measured LED peak amplitude versus temperature for a typical tower.

To avoid electrical pickup from the LED trigger pulse it is planned to place 8 LED drivers with LED trig-
ger fan-out in a copper box as shown Fig. 3.13 with 3 boxes installed in the gap between two FEE crates
(see SM electronic description in Section 3.5). A prototype has been tested showing good performance
concerning the light output and the electronic isolation. Moreover, there is the possibility to add an ad-
ditional cable delay to each channel within the box in order to have the same time of arrival of the light
into the different modules, compensating for the different light fiber lengths from the distribution box to
the modules. The possibility to construct new 8 or 12 channel boards with exactly the same functionality
of the prototypes is under study. To have more flexibility inside the box, bundles of seven 1 mm light
fibers will be used from the optical connector, where the LED is inserted, to the outside, where they will
be glued to a 3 mm light fiber.
The stability of the light sent to the modules has to be monitored independently. For this reason the back
light from the LED, collected by a 0.5 mm light fiber, will be measured by a photodiode that will be
readout with an additional FEE card located in the extra position of the GTL bus without TRU card.
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Figure 3.13: Copper box with 8 LED drivers.
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4 Data Acquisition and Online

4.1 Requirements
The ALICE experimental program incorporates a wide variety of running conditions: heavy-ion colli-
sions, p–p p-A, and lighter ion collisions. The heavy-ion run will last only a few weeks per year but this
run will require the largest possible bandwidth to permanent storage. A large number of trigger classes
will be used concurrently to select and characterize events relevant to studies of several physics topics.
The rest of the running period will be used to acquire data produced by p–p interactions which gener-
ate five times less data. The selection of events in the ALICE experiment is performed by two trigger
systems. The Central Trigger Processor (CTP) [1] is hardware-based and is always present as it delivers
the trigger levels 0, 1, and 2. The High Level Trigger (HLT) [2] is software-based. Several running
modes have been defined to permit its gradual activation. The ALICE Data Acquisition (DAQ) system is
designed to be flexible enough to address this diversity of running conditions and of running modes.
The ALICE EMCAL readout uses the same components as the PHOS subsystem of ALICE and thus all
needed parts of the readout chain have already been integrated into the ALICE data acquisition system.

4.2 DAQ Architecture Overview
The architecture of the ALICE Data Acquisition and its interface with the Trigger and the High Level
Trigger are illustrated in Fig. 4.1 and detailed in the ALICE Technical Design Report on Trigger, Data
Acquisition, High Level Trigger, and Control System [2].
The EMCal detector receives the trigger signals and the associated information from the CTP, through a
dedicated Local Trigger Unit (LTU) [3] interfaced to a Timing, Trigger and Control (TTC) system [4].
The Front End Read Out (FERO) electronics of the EMCal is interfaced to the ALICE Detector Data
Links (DDLs). The data produced by the EMCal (event fragments) are injected into the DDLs using a
common protocol.
At the receiving side of the DDLs there are PCI-based electronic modules, called DAQ Readout Receiver
Cards (D-RORCs). The D-RORCs are hosted by the front-end machines (commodity PCs), called Lo-
cal Data Concentrators (LDCs). Each LDC can handle one or more D-RORCs. The event fragments
originated by the various D-RORCs are logically assembled into sub-events in the LDCs.
The CTP receives a busy signal from each detector. This signal can be generated either in the detector
electronics or from all the D-RORCs of a detector. The CTP also receives a signal from the DAQ enabling
or disabling the most common triggers. It is used to increase the acceptance of rare triggers by reducing
the detector dead-time. This signal is a function of the buffer occupancy in all the LDCs.
The role of the LDCs is to ship the sub-events to a farm of machines (also commodity PCs) called Global
Data Collectors (GDCs), where the whole event is built (from all the sub-events pertaining to the same
trigger). The GDCs also feed the Transient Data Storage (TDS) with the events that eventually end
up in Permanent Data Storage (PDS). The PDS is managed by the CERN Advanced Storage Manager
(CASTOR) [5].
All these hardware elements are driven and controlled by the Data Acquisition and Test Environment
(DATE) software framework [6] developed by the ALICE DAQ project. The coherence of the whole sys-
tem is ensured by this common software framework composed of different layers of modules. A bottom
layer includes the memory handling, the process synchronization, and the communication modules. The
application layer includes the data-flow applications (detector readout, event building, and data record-
ing). DATE has been used for a number of years by many ALICE test beam users. The EMCal test
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Figure 4.1: DAQ architecture overview.

beam measurements described below were realized using a completely integrated readout system with
the DDL and the DATE software.
The HLT system receives a copy of all the raw data. The data and decisions generated by HLT are
transferred to dedicated LDCs.

4.3 DAQ-High Level Trigger Interface
The overall architecture of the Trigger, DAQ, and HLT systems is illustrated in Fig. 4.1. The DAQ
system takes care of the data flow from the DDL up to the storage of data on the PDS system. The
task of the HLT system is to select the most relevant data from the large input stream and to reduce the
data volume by well over an order of magnitude in order to fit the available storage bandwidth, while
preserving the physics information of interest. This is achieved by a combination of event selection
(triggering), data compression, or selection of Regions of Interest with partial detector readout. While
executing either of these tasks, the HLT may also generate data to be attached to or partially replacing the
original event. Care has been taken not to impose any architectural constraints which could compromise
the HLT filtering efficiency, knowing that event selection will become more and more elaborate during
the experiment lifetime. This way, filtering may be introduced in progressively more sophisticated steps
without affecting the performance and the stability of the Data-Acquisition system.
The DAQ-HLT interface is based on the DDL and its DIU/SIU cards, the same components used to
transfer data from the detector electronics to the DAQ system. The choice of existing components as
interface between the two systems minimized the need for new R&D and avoided the development of a
new type of link. Past experience shows that at the experiment startup the DAQ and HLT problems are
of different nature and essentially independent. There is no benefit from not keeping them so. Therefore,
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the DAQ system is implemented within a coherent hardware and software framework, with the HLT
system operating as an external system [7], as shown in Fig. 4.2

Figure 4.2: DAQ-HLT data flow overview.

Every D-RORC sitting in the LDC can host two DIUs. These on-board DIUs can be used in two ways:
both can be connected to the front-end electronics and serve as two readout links, or one DIU can be
connected to the front-end electronics while the other is able to transfer a copy of all the raw data to the
HLT RORC (H-RORC) sitting in the HLT computers, through the standard DDL. The H-RORC receives
all the raw data as they have been received from the front-end electronics. All the LDCs dedicated to the
detectors which make use of the HLT system are equipped with D-RORCs working in the second mode.
The interface between the DAQ and the HLT system is the DIU output on the H-RORC. The selected
interface offers as much physics-selection flexibility as possible, since the H-RORC is granted full access
to the sub-event and all the raw data are given to the HLT processors. Data will then be available in the
HLT farm computers for pre-processing or co-processing in the H-RORC FPGA. The HLT computers
will run the HLT algorithms and will transfer the result of the processing, the trigger decisions, and the
compressed data to the DAQ system, using again standard DDLs. Using this scheme, the HLT system
looks like any other sub-detector for the DAQ. The GDCs will receive the sub-events from the sub-
detectors LDCs and any additional data generated by the HLT computers from the LDCs dedicated to
the HLT. The DATE software is ready to accept as many data channels from the LDCs dedicated to the
HLT as required, since it handles these channels as additional LDC data paths.
The HLT LDCs will also receive messages specifying whether to discard or accept a given event. Fur-
thermore, for accepted events, the HLT decision can specify the pattern of sources for a given event,
resulting in a partial readout of the raw data. A decision broker process, running in the HLT LDCs, will
transfer the HLT information and decision to a decision agent process, running in the detector LDCs, as
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shown in Fig. 4.3.

Figure 4.3: HLT decision into LDC to control data flow to DAQ.

4.4 Data Volume and Bandwidth

The ALICE EMCAL, as described in earlier chapters, consists of 1152 towers per super module (SM).
Each tower has both a high and a low gain readout channel. The EMCal is configured with two readout
crates for each SM. Two Readout Control Units, each with a DDL connection to a LDC will be used
to readout each crate (one RCU services two GTL branches). Each GTL branch will transfer 9 Front-
End Cards for a total of 32× 2× 9 = 576 channels (288 towers) of 10-bit data. There are 10 SM + 2
one-third-size SM planned for the full EMCAL for a combined total of 24576 readout channels (12288
towers).
The data volume per channel is a function of how many ADC time-samples are read out from the ALTRO
chip. With the 100 ns shaping planned for the EMCal shaper (see Section 3.3) and a 10 MHz sampling
frequency, about 10 samples would adequately sample the peak. Up to 15 additional pre-samples may
be taken for event-by-event pedestal measurement. Therefore 25 samples would be taken for each of the
two shaper gain channels (see Section 3.3). Each sample is a 10-bit ADC word, and the data is formatted
into 40-bit words in the ALTRO chip.
The granularity of the EMCal is about 10 times coarser than the PHOS with the result that the EMCal
occupancy and tower hit rates are about 10 times larger than PHOS. The tower hit rate for the full
8 kHz min bias Pb–Pb collision rate from HIJING simulations is estimated to be 2000 Hz. This would
correspond to a maximum data transfer rate of 2000× 2× 25× 10/8(Bytes) = 125 kBytes/s/tower, or
36 MBytes/s/GTL with zero suppression (see Table 3.2). This is below the DDL data transfer limit
of 200 MBytes/s allowing the EMCal to operate without deadtime at the full Pb–Pb min bias trigger
rate. The data volume for readout of the full EMCal would be (2 gain ranges)× (12288 towers)× (25
samples)×10/8(Bytes) = 768 kBytes per event. The 2 kHz tower hit rate corresponds to a 40 % average
EMCal occupancy for Pb–Pb collisions at 8 kHz. The corresponding EMCal average total event size
would be ∼ 300 kBytes per event. This is much smaller than the 75.9 MBytes size of the average TPC
event (Table 7.1 of Ref. [2]).
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4.5 EMCal Detector Slow Control
The ALICE control system is responsible for configuring, monitoring and controlling the equipment
of the experiment. This can be hardware devices such as power supplies, crates, but also more sub-
detector specific equipment such as front-end chips, etc. It will also cover computing devices (such
as PCs and PLCs) and the software processes running on them. This task is mainly accomplished by
sending commands and settings to the equipment and reading information back from the equipment. The
control system is designed to take pre-programmed decisions and automatic actions (without operator
intervention) such as recovering from errors. The operator will be able to interact with the control
system through user interfaces that will present the information from the system and allow issuing of
commands. All information concerning any part of the equipment is stored in a configuration database.
This information ranges from the physical location of the equipment, hardware addresses, to operational
settings (that can be different for the various running modes). Also here the information is not only
restricted to hardware but will also cover processes running on PCs, etc.
The ALICE online systems, namely, the Detector Control System (DCS), the Data Acquisition system,
the Trigger system (TRG), and the High Level Trigger system (HLT) interface to each other through a
controls layer, the so-called Experiment Control System (ECS), shown in Fig. 4.4.

Figure 4.4: The ALICE online control systems.

The core software of the control system [2] is a commercial SCADA(Supervisory Controls And Data
Acquisition) system called PVSSII. It will be used to connect to hardware (or software) devices, acquire
the data they produce and use it for their supervision, i.e., to monitor their behavior and to initialize,
configure and operate them. PVSSII has its own proprietary run-time database which is used to store
the values that are read from the devices, information on the configuration of PVSSII itself and any
information that is needed for the operation of the PVSSII system. This database is optimized for fast
access, as it is an essential part in the operation of the PVSSII system. Data archiving is an integral
part of PVSSII and is the mechanism to store the history of any data available in the system that the
user decides to archive. The PVSSII archiving managers provide an efficient mechanism for storing,
accessing, and manipulating historical data acquired by the control system. Alarms can be generated by
defining conditions applying to new data arriving in PVSSII. The alarms are stored in an alarm database
and can be selectively displayed by an alarm display. Alarms can be filtered, summarized, etc.
The EMCal detector control will be implemented within the ALICE PVSSII environment. The detector
control system for the electromagnetic calorimeter consists of seven subsystems and a user interface.
The low voltage, high voltage, and temperature monitoring control systems were validated during the
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Fall 2007 CERN test beam.
Low voltages for the front end electronics cards are controlled by means of an OPC server for the Wiener
PS 512 supply. The server communicates with the supply over CANbus.
The ISEG high voltage supply for APD bias is controlled using an OPC server written for the ALICE
experiment. The server communicates with the supply over CANbus.
Individual APD HV bias demand values are controlled using software for the RCU adapted from soft-
ware developed jointly by the ALICE PHOS and EMCal. The subsystem uses a DIM server and client
communicating over Ethernet.
Temperature and voltage readback values on FEE cards are also accessed through the RCU using soft-
ware based on that used by PHOS. The RCU board controls will also set and monitor ALTRO chip
parameters (sampling frequency, number of samples, zero suppression thresholds, etc.) and the L0 and
L1 trigger thresholds and masks. The subsystem uses a DIM server and client communicating over
Ethernet.
Temperature sensors throughout the EMCal detector region are monitored using an ELMB and the related
CERN framework software. The ELMBs are accessed using an OPC server communicating with the
device over CANbus.
Development of the LED pulser software is expected to follow that used on a similar system for PHOS.
EMCal cooling water temperature and control are part of a system shared with PHOS, TOF, and CPV. It
is monitored using the CERN framework software as implemented at ALICE. A software interlock for
the cooling system to the low voltage supply will be implemented. Two pressure sensors will be used to
monitor the system in case of leaks. The cooling system is controlled by a DIM server that is accessed
by Ethernet.
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5 Trigger

5.1 Physics Requirements and Design Overview
Full exploitation of the LHC luminosity delivered to ALICE requires fast triggers at Level-0 and Level-1
(denoted L0 and L1 below) that are both efficient for the signals of interest, and have sufficient rejection
of background to meet the ALICE recording bandwidth requirements. ALICE will measure a wide range
of collision systems (p–p to Pb–Pb), with widely varying physics environments. The trigger system
must consequently be very flexible in order to accommodate the wide variation in interaction rates and
complexity of backgrounds.
The EMCal will measure high pt photons, electrons, and jets, and optimized triggers must be developed
for all collision systems for each of these signals. The overall trigger strategy is to provide the minimum
necessary rejection at L0/L1 with as many events as possible transferred to the High Level Trigger
(HLT) (see Section 4.3). The full event information from all ALICE subsystems is available in the HLT,
where event analysis with a precision approaching that of offline analysis can be carried out, and optimal
decisions made about event rejection.
The rejection requirement at L0/L1 is driven for all collision systems by the maximum gating rate of
the ALICE TPC (∼ 500 Hz), whereas the total rejection (including HLT rejection) for some collision
systems is determined by the HLT and DAQ throughput of about 1.5 GBytes/s. We estimate that the
L1 rejection required for Pb–Pb collisions is 10-20, to reduce the data rate to the HLT to manageable
levels. For lighter systems, the data volume per event is small enough that all TPC-triggered events
can be written to tape. Consequently, rejection at the HLT level is ineffective and the entire rejection,
corresponding to a factor 3000 for p–p. needs to be performed at Level 0/1.

5.1.1 Trigger Design Overview
5.1.1.1 Photon/Electron Trigger

The EMCal L0/L1 trigger for photons and electrons is provided by functionality already present in the
PHOS Front End Electronics (FEE), which has been adopted without significant modification for the
EMCal. The FEE generates fast analog 2× 2 tower sums which are then summed in the FPGA of the
Trigger Region Unit (TRU) into 4×4 regions for high energy shower trigger decisions at L1.
For p–p collisions, the ALICE interaction trigger will potentially be biased. Consequently, the EMCal
- like the PHOS - will provide trigger input at L0 for p–p using a low threshold in order to record all
events with EMCal activity (electrons and photons) without bias of other trigger detectors. Details of the
L0 trigger are given below.

5.1.1.2 Jet Trigger

The EMCal L1 jet trigger requires additional considerations. As shown by the recent STAR measurement
of jets in heavy ion collisions at RHIC, a PHOS-type tower cluster trigger for jets (which is effectively
a hard π0 trigger) generates significant trigger bias; while leading-particle jet trigger bias is known to be
present in p–p collisions, its effects are evidently exacerbated by jet quenching in heavy ion collisions.
Consequently, unbiased recording of rare, high ET jets by the EMCal requires a specialized jet trigger
designed to integrate energy over a large phase space area (denoted “jet patch” in the following), in order
to measure a significant fraction of the jet energy as input to the L1 trigger decision.
The jet patch size is expected be about ∆η×∆φ ∼ 0.3×0.3. However, optimization of this area requires
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a compromise between suppression of background from the underlying event, which prefers small patch
area for better signal/noise, and integration of a large fraction of the jet energy, which prefers larger patch
area. Jet quenching at the LHC may generate significant broadening of jets in heavy ions relative to p–p
collisions, but little is known about this issue at present and data are required to answer it. Consequently,
the EMCal jet patch trigger design must be very flexible, with its optimal configuration established only
after the first set of LHC heavy ion data has been analyzed.
The EMCal TRU (see Fig. 5.1) reads out 384 towers, corresponding to a fixed phase space area of
∆η×∆φ ∼ 0.7× 0.1. Its small phase space coverage in φ and fixed boundaries are not suitable for a
jet trigger. Section 5.2.1 describes the Jet Trigger electronics which transports signals from the entire
EMCal into a single FPGA, providing the most flexibility design for an optimized Jet Patch Trigger.

Figure 5.1: The EMCal TRU.

Additional complexity for triggering on jets in heavy ion collisions arises from the wide dynamic range of
background energy density from the underlying event: the most peripheral Pb–Pb collisions at √sNN =
200 GeVhave backgrounds similar to p–p collisions, whereas the most central collisions have about
500 GeVof background energy in an area R =

√

∆η2 +∆φ2 ∼ 0.7. From the standpoint of the L1 Jet
Patch trigger, this background forms a fluctuating pedestal underneath the jet signal. A fixed trigger
threshold with value set to discriminate jets from background in central collisions would therefore have
negligible efficiency for the jet signal in more peripheral events. Section 5.2.1 also describes the solution
to this problem, in which the signal with multiplicity information from a forward detector in ALICE (V0)
is also transported to the Jet Trigger FPGA, to enable a centrality-dependent trigger threshold which will
maintain approximately uniform Jet Trigger efficiency across event centralities.

5.2 Trigger Implementation
The trigger layout is shown in Fig. 5.2. Each 32 channel FEE card forms 8 charge sums from 2× 2
towers. The charge sums are provided as fast analog signals to the Trigger Region Unit cards (TRU).
There are 3 TRUs per SM that receive 288 charge sums via short analog cables from adjacent FEE cards.
The 96 charge sum signals from each group of 12 FEE cards are connected via short differential cables
to one TRU card where each input gets digitized at 40 MHz sampling rate derived from the LHC clock.
The high frequency serial outputs of all 96 ADCs (112 max) are routed to the central Virtex-5 FPGA that
de-serializes the ADC data and stores them in a 6.4 microseconds deep circular buffer (see Fig. 5.3). The
input data rate to the FPGA circular buffer of each TRU is 5.7 Gbyte/s.
The L0 algorithm consists of Verilog code that is synthesized for the Virtex-5. It consists of 4 modules
(see Fig. 5.4):
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Figure 5.2: The EMCal trigger layout.

Figure 5.3: The EMCal trigger circular buffer.

• Time integration over the 2×2 signal envelope of 100ns FWHM.

• Pedestal subtraction

• Spacial 4×4 charge sums over all 91 possible combinations

• Programmable threshold on any of 91 (space × time) sums

The L0 algorithm requires about 10 clock cycles (250 ns) to produce a trigger decision with a new
decision every clock cycle.
A single LVDS output line transmits the L0 decision at a decision rate of 40 MHz to the Summary
Trigger Unit (STU) (see Fig. 5.5). All signals between a TRU and the STU are transmitted via quad
LVDS lines contained in a CAT7 cable of 12 m length. The time-integrated 2×2 trigger data in the TRU
is transferred upon receipt of a L0 decision via two parallel LVDS lines at a data rate of 800 MHz. The
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Figure 5.4: The EMCal trigger principle.

TRU receives the 40 MHz LHC clock from the STU via the remaining LVDS line. With this connection
concept each of the 32 TRU’s transmits both L0 decisions and 2×2 trigger data to the STU via a single
CAT7 cable.
After the transfer latency of 1.44 µs, the FPGA of the STU card has received all L0 2× 2 tower sum
data from all SM’s into a single FPGA. Its L1 algorithm then forms tower sums over larger overlapping
regions to search for physics signatures (single showers and jets) within the L0-L1 latency of 212 bunch
crossings (5.3 µs).
The STU sends both the the fast Level-0 decision and the 2 Level-1 decision for jet and photon via 40 m
LVDS trigger cables to the ALICE Central Trigger Processor (CTP).

5.2.1 Jet Trigger

Computation of the triggers starts once the 3072 time-integrated data (96 values × 32 TRU) are received
in the STU. Since there are significant computations to carry out with respect to the available latency and
the granularity can be reduced without impairing the physics performance, the algorithm is divided in
two consecutive stages.
The first stage of the algorithm builds 192 subregions by integrating the energy over squares of 8×8
towers. This is done in parallel for each region, yielding 6 subregions per region. The latency of this
stage is expected to be ∼ 1 µs (assuming processor clock speed of 120 MHz). The L1 jet trigger is then
generated when the integrated energy over a sliding window of a n×n subregion exceeds a multiplicity-
corrected threshold. In order to keep some flexibility, n could be 2, 3, or 4. The three possibilities will
either reside in a single FPGA configuration file or be implemented in three different FPGA configuration
files (the FPGA being remotely reconfigurable). The latency of this last step is foreseen to be ∼ 1.7 µs,
thus the total delay for the jet trigger computation is expected to be 2.7 µs.
The threshold is recomputed on an event per event basis, thanks to the multiplicity information sent
directly to the STU by the V0 detector via a dedicated optical line about 200 ns after a global L0 con-
firmation. The value received, which is a measurement of the integrated charge deposited on the V0A
and V0C scintillator arrays of the V0 detector, is converted into a threshold level via a second order
polynomial Ax2 +Bx+C. The A, B and C parameters are adjustable via the DCS.
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Figure 5.5: The EMCal Summary Trigger Unit.

5.2.2 Trigger Latency and Timing

The decision rate on all trigger signals is 40 MHz and the decision latencies are constant numbers of
clocks cycles, respectively 40 for L0 and 260 for L1. Any L0 decision from the TRU-STU is to be
validated at the CTP within 800 ns after the interaction. Within this latency are contributions from all
analog and digital process delays from the preamplifiers, analog charge sums, ADC conversion, and
sliding window pipeline in the TRU, and also significant cable delays (see Fig. 5.6).

Figure 5.6: The Level-0 trigger latency.
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Given the actual cable lengths of the experiment, the EMCal L0 decision must be formed at 580 ns after
the interaction at the TRU level and at 640 ns at the STU level. The remaining time for the L0 algorithm
of only 235 ns calls for a maximum of parallelism in all digital processes.
The L1 latency allows for a comparatively convenient processing time in the STU. However a major part
of this time is used for

• Waiting for a L0 decision from the CTP (1.2 µs after the interaction)

• Transfer of trigger data from TRU’s to the STU (finished about 2.915 µs after the interaction).

With an available L1 decision latency of 5.9 µs, the L1 processing time is limited to 2.985 µs (see
Fig. 5.7).

Figure 5.7: The Level-1 trigger latency.

5.2.3 Trigger Data
The type of trigger data that is used online in the TRU and STU are the digital samples of 2× 2 analog
charge sums of 100 ns FWHM. These are sampled at 40 MHz and time integrated over 6 samples in
order to compensate for time differences in different channels (see Fig. 5.8). After subtraction of ADC
pedestals, these are used for the 4×4 sum algorithm in the TRU. On reception of a L0 trigger from the
CTP, the time-sums are transmitted serially from all TRU’s in parallel, as 12-bit numbers to the STU.
After the serial transfer latency of 1.515 µs, the STU has trigger data available that have the same 2×2
granularity as in the TRUs, however without local TRU boundaries, allowing the STU to start global
trigger algorithms.
After a L2-Accept trigger, the STU will forward the jet and gamma trigger cluster indexes that satisfied
the trigger threshold conditions via the DDL to the DAQ. In the commissioning phase it will be possible
to transfer, in conjunction with the indexes, the time integrated data used for the trigger decision.
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Figure 5.8: The sampling of the 2×2 charge sum trigger signals.

The raw ADC trigger data that are available offline are the non-time integrated ADC samples from the
circular ADC buffers in the TRU’s. These buffers can be read out via the ”fake ALTRO” (F-ALTRO)
protocol which effectively appends the raw trigger data to the RCU event data. For this purpose the
TRU’s have FPGA code that emulates the ALTRO chip readout protocol, such that it can be read out like
a real ALTRO on the FEE cards. The format of the F-ALTRO data is depicted in (Fig. 5.9). A F-ALTRO
emulates 16 Multi-Event Buffer (MEB) memory channels of 10-bit and up to 256 sample depth. The
data from one F-ALTRO channel is sent to the RCU in block mode after the RCU has sent a readout
command. The 16 channels correspond to 16 successive samples, or 400 ns of the charge-sum history
around the L0 trigger point in the circular buffer. Each channels MEB memory contains the sampled
ADC data of the 96 (112 for PHOS) ADC channels belonging to one single 25 ns sample. Consequently
the N x 10-bit payload contained in the block that is sent to the RCU for each F-ALTRO channel is
constant with N= 96 (112 for PHOS).
The raw trigger data are identified as having geographical (GTL) address zero and can be separated from
the event data by the offline decoder that splits all blocks with geographical address field=0 into a trigger
data file.

5.2.4 Trigger Board Prototypes

The EMCal Trigger is a derivative of the PHOS hierarchical trigger that was previously developed with
TRU’s for local L0 decisions and global L1 decisions in the Trigger-OR module (TOR) which receives
2×2 trigger data from the TRU’s within a few µs after the L0 trigger. The TRU-1 of PHOS is based on
Virtex-II Pro FPGA’s and 12-bit, 40 MHz ADC’s from Texas Instruments. The EMCal TRU has the same
physical size as the FEE card and also connects to the RCU readout bus in the EMCal crate. The analog
sums from the neighboring 9 FEE cards are connected via short, differential flat cables (see Fig. 5.1).
The TRU-2 of EMCal is an upgraded TRU-1 with more advanced Virtex-5 FPGA technology and newer
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Figure 5.9: The Fake Altro trigger data format.

12-bit ADC’s that include new features (like programmable gain and noise filters). In addition the board
layout was revised in order to reduce cross-talk from the digital to the analog parts.
The readout and control of the TRU requires a board controller protocol that communicates with the
RCU’s for 3 different purposes:

• Configuration of registers

• Monitoring of voltages and temperatures on the TRU

• Readout of the ”fake” ALTRO

The TRU-2 board controller is a firmware Verilog module that was developed by CCNU Wuhan for the
PHOS TRU-1.
The STU is an upgrade of the PHOS Trigger-OR board (TOR), which was originally designed for PHOS
in order to perform global OR of the Level 0/1 triggers generated by the TRU. The STU has been designed
and optimized for high speed communication with the TRU and high performance computing thanks to
the Virtex-5 FPGA. In order to fulfill all requirements, the card is equipped with:

• A custom made DCS interface for remote control that allows register configuration and distant
FPGA reconfiguration

• A TTCrq mezzanine that receives the LHC clock and the L0 trigger decision

• An optical interface for the V0 detector that enables the reception of the centrality information

• A DDL link for interfacing with the DAQ/HLT readout system

Before building the STU, feasibility tests were performed on the TOR board, in order to validate the high
speed communication link between TRU and STU. The tests demonstrated that extreme care had to be
taken for the layout of both TRU and STU communication links and that the TRU side is slightly more
sensitive. This is consistent with the fact that the synchronization reference clock is received by the TRU.
Prototypes have been designed in accordance.
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5.3 High Level Trigger
After a successful L0 and consecutive L1 trigger sequence, the HLT farm receives the following:

• A full copy of the EMCal FEE data from the FEE readout

• A list of the trigger clusters that have satisfied the trigger condition from the STU

• Optionally, the time-integrated trigger data from all 2×2 channels via the STU’s DDL link together
with dedicated trigger information from the STU algorithm.

• Optionally, via the F-ALTRO mechanism, the raw ADC samples from all 2×2 channels in 16
consecutive clock cycles.

The overall architecture of the Trigger, DAQ, and HLT systems is illustrated in Fig. 4.1 and is discussed
in Section 4.3. The DAQ system transports the data from the DDL up to the storage of data on the PDS
system. The task of the HLT system is to select the most relevant data from the large input stream and to
reduce the data volume by well over an order of magnitude in order to fit the available storage bandwidth,
while preserving the physics information of interest. This is achieved by a combination of event selection
(triggering), data compression, or selection of Regions of Interest with partial detector readout. While
executing any of these tasks, the HLT may also generate data to be attached to or partially replacing the
original event.
The EMCAL HLT online software when run within the publisher-subscriber framework of the HLT
incorporates the offline event reconstruction path. Dedicated processing components perform the local
EMCAL reconstruction and after combining the reconstructed charged track information from the other
sub-detectors (TRD and TPC) will deliver a physics trigger decision to a specialized trigger processing
component responsible for a global HLT decision. In addition to triggering functionality the HLT has
extensive monitoring capabilities. The built-in monitoring mechanism (HLT TCP publisher-subscriber)
allows for monitoring of the detector performance as well as inspection of the event data at any level of
reconstruction.
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6 Detector Calibration and Monitoring

6.1 Requirements
In order to minimize the EMCal energy resolution for high energy electromagnetic showers it is impor-
tant to obtain and maintain a tower-by-tower relative energy calibration of better than 1% in the offline
analysis. The uncertainty in the tower-by-tower energy calibration contributes to the constant term of the
total energy resolution which becomes most significant at high energy. Also, since analog tower energy
sums provide the basis of the L0 and L1 high energy shower trigger input to the ALICE trigger decision,
the EMCal should operate with APD gains adjusted to match the relative tower energy calibrations online
to better than about 5%. This is desired in order to obtain sharp trigger energy threshold turn-on curves.
Both of these goals will be attained through the use of a Light Emitting Diode (LED) calibration system
in which all towers view a calibrated pulsed LED light source (see Section 3.6). Scans of the APD HV
bias while taking LED pulser data will allow to determine the absolute APD gain for each channel. Once
the LED light yield in each tower is calibrated, the LED itself can be used to track the tower gain in
the case of APD bias adjustments, or in the case of APD gain drifts as might result from the known
temperature dependence of the APD gain of about 2%/◦C (see Chapter 7 and Table 3.1).
The ALICE offline software will include a calibration database for each detector. The contents of the
calibration database will all be ROOT objects and the overall database will be available in the AliRoot
file catalog. In principle this is something that is only accessible during the offline analysis, and is not
generally available online for the High Level Trigger (HLT) or the on-detector trigger logic. However,
provision will be made for access to this general AliRoot resource, or to local copies of it that are
accessible to the Experiment Control System (see Section 4.5) via PVSSII for the low level detector
setup, such as for EMCal APD bias adjustments for gain matching, and as well to the HLT processors.

6.2 APD pre-Calibration
To ensure an optimal resolution for high energy electromagnetic showers, it is important to have a tower-
by-tower relative energy calibration that is better than 1% in the offline analysis. This will be achieved
by use of the Minimum Ionizing Particle (MIP) peak from cosmics and hadrons in ALICE, as well as
identified electrons and the mass peak of reconstructed neutral pions in ALICE. During data-taking the
APD gains need to be adjusted to equalize tower response within about 5%, due to trigger considerations.
Prior to installation in the EMCal, each APD+preamplifier (CSP) has to be tested to verify its basic
functionality and properties and to reject those APDs which do not meet the EMCal requirements. In
particular, the voltage needed for the APD to obtain gain M=30 (V30) must be lower than 400 V due
to the limitation in the EMCal FEE. Mass production tests will consist of measurement of the gain
vs. voltage dependence of each APD at fixed temperature (25◦C) and in the determination of V30.
Such information will be recorded in a database and used to reject APDs with inadequate performance.
Moreover, the information will be used to adjust the bias voltage individually for each APD to have a
uniform APD pre-calibration of the EMCal towers for the calibration with cosmic ray muons.
In the following a brief description of the procedure adopted for this testing activity is given, together
with results obtained from the characterization of a first batch of 170 APDs. More information can be
found in [1, 2].
It is well known that the gain of the avalanche photodiodes is strongly dependent on the temperature:
since the avalanche multiplication increases with the mean free path of electrons between ionizing colli-
sions, the APD gain decreases with increasing temperature. An apparatus has been purpose-built to test
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simultaneously 16 APDs directly connected to their Charge Sensitive Preamplifier (CSP), all maintained
at a controlled temperature. It includes a copper mechanical plate with an internal cooling pipe connected
to a chiller. The APDs are placed in direct contact with this plate and their temperature is continuously
monitored by thermocouples placed on the APD surface. The use of this system allows a temperature
control precision of ±0.1◦C. Figure 6.1 and Fig. 6.2 show a photograph and a sketch of the setup.

Figure 6.1: Photograph of the apparatus to simultaneously test 16 APDs.

Figure 6.2: Sketch of the experimental setup used for the tests.

A highly stable blue LED from Kingbright (L7104PCB) [3] with λ = 470 nm, triggered by an external
pulse generator (width 50 ns) with a frequency of 10 Hz is used as light source. To obtain the desired
light intensity, a voltage of 400 V is applied. In Fig. 6.3 the basic scheme of the avalanche LED pulser
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and a photograph of the LED driver are shown. More information can be found in [4]. The LED driver
card is put in a metallic box to shield the apparatus from electromagnetic noise. The LED is inserted
inside the optical connector and its light is delivered to the 16 APDs by a bundle of 1 mm fibers.

Figure 6.3: Scheme of the avalanche LED pulser (left) and a photograph of a LED driver (right).

The CSPs are connected to the standard EMCal electronics and readout (described in Chapter 3), and the
digitized data are transferred via an optical fiber link to an offline computer running the ALICE DAQ
(DATE) [5].
The test consists in the measurement, at a fixed temperature, of the gain dependence on the bias voltage
to determine the voltage for which the gain M=30. The gain M(V) is defined as the ratio between the
amplitude at the voltage V and the amplitude in the plateau. The shape of the gain vs voltage curve is an
exponential function and may be well fitted with an exponential plus a constant:

M(V ) = p0 + p1ep2V

where M(V) is the gain at the voltage V (see Fig. 6.4). The low gain plateau value can be determined in
different ways. Accurate studies have shown that in our case the best reference value is the amplitude at
50 V.
The relative change of the gain with the bias voltage, (the voltage coefficient), is a linear function of
the gain. In the present case such coefficient turned out to be 1/M ×dM/dV = 2.3%/V at M=30. This
voltage dependence has a significant effect on the energy resolution of the EMCal: if the voltage control
step is 0.2 Volt/bit, a coefficient of 2.3%/V would limit the gain calibration to 0.46%.
Whereas the PHOS spectrometer will cool its APDs down to -25◦C to work at higher gains, the EMCal
will be operated at ambient temperature. Recent estimates of the temperature in the EMCal region inside
the L3 magnet, made by the CFD (Computational Fluid Dynamics) group (see [6] and references therein)
gave values around 20-21 ◦C and a temperature uniformity in the order of 1-2 ◦C across the large TPC
volume, with an air flow of 104 m3/h with the inlet temperature of 17 ◦C and a realistic air extraction
scenario. Some variations may however be expected most likely on the high temperature side, according
to the final choice of the air flow parameters. For this reason the APD behaviobehaviorur has been
studied in the range around the room temperature (from 21◦C to 29◦C). Examples of gain curves, for the
same APD, obtained at different temperatures are shown in Fig. 6.5.
The dependence on the temperature is especially evident at higher values of the bias voltage, where the
gain undergoes a strong variation with temperature changes. As can be seen from Fig. 6.6, where the
gain versus temperature is reported for four different APDs, the relation between gain and temperature
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Figure 6.4: APD gain versus bias voltage.
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Figure 6.5: APD gain dependence for different operational temperatures.

is approximately linear at a fixed value of the bias voltage. The parameter from the linear fit allows
to calculate for each APD, the temperature coefficient 1/M × dM/dT , which is the percentage change
in gain per one degree change in temperature. In Fig. 6.7 the temperature coefficient as a function of
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the APD gain is reported, showing that this quantity is strongly dependent on the gain. At M=30 the
temperature coefficient is -1.7%/T; this means that for a variation of +1◦C, the gain of 30 will change to
about 29.5.

Temperature [deg]
21 22 23 24 25 26 27 28 29

G
ai

n

25

26

27

28

29

30

31

32

33

34

35

1/M dM/dT = -1.71 %/C

Gain vs Temp

Temperature [deg]
21 22 23 24 25 26 27 28 29

G
ai

n

25

26

27

28

29

30

31

32

33

34

35

1/M dM/dT = -1.73 %/C

Gain vs Temp

Temperature [deg]
21 22 23 24 25 26 27 28 29

G
ai

n

25

26

27

28

29

30

31

32

33

34

35

1/M dM/dT = -1.79 %/C

Gain vs Temp

Temperature [deg]
21 22 23 24 25 26 27 28 29

G
ai

n

25

26

27

28

29

30

31

32

33

34

35

1/M dM/dT = -1.69 %/C

Gain vs Temp

Figure 6.6: APD gain versus temperature for 4 different APDs.

Figure 6.7: Temperature coefficient versus gain.
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Measurements repeated on a significant number of APDs, show that the voltage and temperature coef-
ficients (2.3%/V and -1.7%/◦C at M=30) are quite similar for all APDs. For example, the RMS of the
temperature coefficient distribution is 0.1%/◦C. Conversely, at the same reverse-bias voltage a batch of
170 APDs showed considerable differences in the individual APD gain. For example, applying a bias
voltage of 380 V, the distribution of gains ranged from M=20 to M=90.

6.3 Cosmic Ray Calibration
The EMCal super modules will be assembled at two sites. After their assembly, each super module will
be calibrated to ensure that their integration in the ALICE detector will conform to specifications and
allow for immediate functionality after installation. The calibration design goal is to achieve a relative
(gain) calibration of all towers in a super module to better than 10%. The calibration procedure is based
on measurement of the energy deposit of cosmic muons at the MIP peak as they pass through a single
tower. The response of each tower to the known energy deposited by MIP muons will allow the relative
calibration to be performed as well as to set the initial absolute energy calibration scale. This initial
(pre-)calibration should be sufficient for the EMCal to have a uniform trigger response upon installation.
The final calibration will then be done online using experimental data for MIP-particles, electrons, and
π0.
The pre-calibration will be performed at the two assembly sites, Grenoble and Yale, prior to shipment
to CERN. In order to ensure the reliability of the procedure and to define a common procedure for both
sites, a cosmic ray test was performed in December 2007 at CERN following test beam measurements.
The prototype was made of 4 truncated strip modules, each one-third of a final strip module (4 modules),
creating an array of 4×4 modules (8×8 towers). Since the energies of MIP particles from cosmic rays
is too low to efficiently trigger with the EMCal, an external trigger based on scintillator paddles was
necessary. The analysis of the cosmic tests at CERN focused on a comparison of the results with an
EMCal tower based isolation procedure for two different trigger configurations, in order to define the
most precise and reliable calibration procedure.
A coincidence trigger was arranged with scintillators above and below the EMCAL module. Two trigger
configurations were compared. The first one covered a large acceptance over the entire setup (4×4
modules). The second configuration consisted of a small acceptance, i.e., covering 1 module (2×2
towers). In order to define a well calibrated signal associated with cosmic muons traversing only a single
tower, an isolation procedure was applied offline by searching for the maximum signal amplitude in an
event, then checking the neighboring towers to ensure their signals are smaller than a threshold value
(“Q-cut parameter”). This cut parameter was chosen to be as low as possible and is defined by the
electronic noise (in the present case 3 ADC channels). A typical MIP response of a tower is ≈23 ADC
counts. Figure 6.8 shows the results of measuring the MIP peak for the modules used in the cosmic
tests and applying both triggering conditions. Obviously, the isolation procedure is not applicable for
“edge” towers, and therefore a “special” approach has been implemented to calibrate the edge towers with
comparable precision. It consists of using a combination of an edge tower with a previously calibrated
neighboring tower, combining the signal measured in both towers, and extracting a calibrated signal for
the edge tower.
The analysis of the cosmic test data indicates that the small acceptance scintillator trigger configuration
will provide the most reliable super module (SM) cosmic calibration. As a compromise between accuracy
and the number of readout channels, the associated electronics cost, and the time required for calibration
of a full SM, the trigger setup will consist of 12− 16 scintillators (dimensions 144×12×2 cm3) placed
above and below the SM as shown in Fig. 6.9. Each scintillator pair will cover the full acceptance of
one strip module. Each scintillator will be read out from both ends by photomultiplier tubes (PMT). A
coincidence signal between the 4 PMT’s of 2 corresponding scintillators for a given strip module will
be required to start the readout of the EMCAL. Amplitude and timing information for each PMT will
be processed in order to guarantee the selection of events when a single cosmic muon crosses only one
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module. Position resolution along the length of the strip module will be achieved by analyzing timing
differences between the two PMT’s of each scintillator. This condition is necessary to successfully apply
the off-line isolation procedure (described above) and extract a MIP peak. It has been estimated that
within an 18−24 hours long run, sufficient statistics can be accumulated for calibration of those towers
under the area covered by the trigger. The trigger scintillator array is physically moved to cover the
different portions of a SM. The scintillators will be placed on support structures and oriented to account
for the different angle of the strip module being calibrated.

Tower N
10 20 30 40 50 60

En
er

gy
 (M

eV
)

10

15

20

25

30

35

40

Isolation for large acceptance trigger (4x4 modules)

Isolation for small acceptance trigger (one module)

Figure 6.8: The mean energy deposited (in MeV) for several towers of the cosmic test setup obtained after
application of the isolation procedure. The tower calibrations were taken as the 80 GeVelectron beam calibration
factors, but without correction for the temperature dependence.

6.4 Gain Monitoring During Runs

As described in Chapter 4.5 of Ref. [7], it is foreseen to be able to take calibration triggers, such as the
EMCal LED calibration trigger, during stand-alone EMCal operation, as during setup, as well as during
physics data-taking. Calibration triggers would be taken during data-taking during the ”long gap” of
about 2.97 µs at the time when the orbit reset from the LHC machine is sent. A calibration ”pre-pulse”
is provided to trigger the LED pulser system followed by a L0 calibration event trigger. The pre-pulse is
sent 1.3 µs after the last bunch before the gap, i.e., after the L0 trigger latency of 1.2 µs, to insure that no
physics trigger has been issued from that bunch.
The LED calibration data will be analyzed online to monitor the status and track the gain of all EMCal
towers. The LED calibration data stream will be split from the physics data stream in order that it can
be processed directly to extract correction factors for any time-dependent gain drift. The time-dependent
gain correction factors will be entered into the analysis database to allow immediate physics analyses
with all time-dependent gain corrections applied.
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Figure 6.9: Illustration of a super module configured with 16 trigger scintillator panels for calibration of a portion
of a super module. The scintillators are inclined according to the strip module angle and read out by photomultiplier
tubes on each end. The yellow beams are the super module hoisting frame and only used for transport.

6.5 In-beam MIP, Electron, and π0 Calibrations
The initial tower-by-tower gain matching based on cosmic muon data taken prior to the EMCal instal-
lation in ALICE, and the calibration of the absolute energy scale, will be improved using physics data.
The high statistics data will allow to use the MIP peak in each tower to adjust the relative gain factors
between towers. Identified electrons will be used to check the EMCal energy scale compared to the elec-
tron momentum measured by tracking in ALICE. Finally, the measured mass of the π0 peak will also be
used to confirm the absolute EMCal energy calibration.
With high statistics p–p or peripheral Pb–Pb collision data, two-photon invariant mass spectra can be
accumulated for each tower that has either of the two photons centered on the tower and the position of
the observed π0 peak can be used to improve the tower energy calibration [8].
Full simulations of several π0 per event in the ALICE analysis framework were used to quantify how
much this method can improve the relative calibration of the EMCal towers. The same calibration con-
stant was used for all towers. A 10% de-calibration was then applied to the tower calibration coefficients
as expected from a pre-calibration based on cosmic muon data. For the ideal case (no uncertainty on the
calibration coefficients), the reconstructed two-photon invariant mass for the full super module shows a
peak which lies at the mass of the π0 with a width corresponding to the intrinsic resolution of the electro-
magnetic calorimeter. For the 10% de-calibration case, the width of the two-photon invariant mass peak
increases by 50% compared to the ideal case. The calibration coefficients were then corrected tower per
tower with the help of the two-photon invariant mass spectra. For each tower i, the two-photon combina-
tions were selected only if one of the clusters deposit at least 50% of its energy in the considered tower.
The resulting two-photon invariant mass distribution was fitted and the extracted mean value m i was used
to correct the calibration coefficient cci of the tower through the following formula:

cccorr
i = cci · (1+ k2

i )/2 (6.1)

where ki = mπ0/mi.
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Figure 6.10: Distribution of tower relative calibration coefficients for one super module for an ideal calibration
(blue line), for 10% de-calibration (dashed line), after corrections as explained in the text (full line). The latter
distribution is fitted by a gaussian (red line). The green and brown lines shows the corrected calibration coefficients
for the edge towers case.

The procedure was repeated several times in order to obtain an invariant mass distribution centered at
the mass of the pion for each tower. Figure 6.10 shows the calibration coefficients distribution for one
super module for the ideal case (blue line), for 10% de-calibration (dashed line) and after calibration
coefficients correction (full line). In the latter distribution, the towers which lie at the edge of the super
module were excluded. The corrected distribution is centered at the value of the ideal calibration with a
1% accuracy. The green and brown distributions show the corrected coefficient calibrations for the case
of the edge towers: they are different from the inner towers due to shower leakage at the boundaries of
the super module. The resulting final two-photon invariant mass for the full super module after applying
the corrected calibration coefficients was found to be centered at the pion mass with a width which was
only 5% higher than of the ideal case.
This study demonstrated that from a cosmic calibration with a 10% accuracy, it is possible to achieve
a calibration uncertainty in the range of 1% using the π0 invariant mass in p–p running. The statistics
needed to obtain such accuracy is approximatively 700 π0 per tower with the photon with highest energy
of the two photons centered on the tower.
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7 Test Beam Results

7.1 Goals and Setup
During a period of five weeks in autumn 2007 the first ALICE EMCal modules constructed according
to final design were tested in the CERN SPS and PS test beam lines. The test utilized a stacked 4× 4
array of EMCal modules (8× 8 towers). All towers were instrumented with the full electronics chain
with shapers and APD gains operated as planned in ALICE. A LED calibration system (see Section 3.6)
was installed in order to monitor time-dependent gain changes. The readout of the front end electronics
used the full ALICE DAQ readout chain.
Earlier test measurements were performed in November 2005 at the Meson Test Beam (MTEST) at
FNAL utilizing a stacked 4× 4 array of prototype EMCal modules (8× 8 towers) of slightly different
design than the final design described in Fig. 2.3. For this test in particular, measurements were made for
comparison of the performance with two different signal shaping times in the front end electronics (see
Chapter 3). Two front end electronics cards (32 towers each) were used for the readout of the modules;
one had the nominal 1 µs signal shaping time which PHOS uses, and the other had a modified 100 ns
shaping time as planned for EMCal [1].

The goals of the test beam measurements were:

• To determine the intrinsic energy resolution and the position resolution using electron beams.

• To investigate the linearity and uniformity of the response; in particular across towers and module
boundaries and for tilted or recessed modules.

• To determine the light yield (signal) per unit of deposited electromagnetic energy.

• To study the effect of shorter shaping times as planned for the final design.

• To study the energy dependence of the response to electrons and hadrons to determine the particle
identification capabilities of the EMCal by shower shape analyses.

• To develop and investigate the performance of monitoring and calibration tools (gain stability, time
dependencies) using electron beams, MIPs from hadron beams, and LED events.

• To develop and test ALICE standard software for readout, calibration, and analysis.

The measurements at the SPS took place at the H6 secondary beam line located in the North area. A
primary proton beam of 400 GeV and of intensity up to 1012 particles per spill is incident on the T4
primary target providing pion, electron, and muon secondary beams at the P0, H6 and H8 lines. The
achievable maximal momenta at the three secondary beam lines are highly correlated. With the settings
for the P0 and H8 lines the maximum energy for the H6 line was constrained to be less than 120 GeV. The
electron beam had a purity of better than 99% and a typical momentum spread of δp/p ∼ 1.3% (defined
by the chosen aperture). The recorded number of triggers per spill was up to 1500 counts, depending on
the momentum selected, over an area of a few square cm. The beam spill length was typically about 5
seconds every 10 seconds. By utilizing an absorber in the electron beam line hadrons in the momentum
range of 5 GeV to 100 GeV have been obtained.
The measurements at the PS took place at the T10 beamline. A mixed electron/hadron beam was avail-
able with a momentum range of 0.5 GeV to 6.5 GeV.
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The test measurements at Fermilab took place in the MTEST-MT6 secondary beam line [2]. The pro-
ton beam was resonantly slow-extracted from the Main Injector and focused onto the MTEST target for
test beam use. The tests were made with mixed beams with good particle identification (e/π/p discrim-
ination) over the full range of available momenta (3-33 GeV). The beam momentum selection bite was
about δp/p ∼ 1%. The beam intensity was in the range of 0.2–10 kHz dependent on the momentum
selected, over an area of a few square cm. The beam spill length was typically about 4 seconds every 2
minutes.

Figure 7.1: Rear view of the EMCal test modules in the H6 test beam at SPS CERN.

The setup of the EMCal test modules at the CERN SPS is shown in Fig. 7.1. For handling and stacking
purposes, the modules were assembled on a strong-back in strip units of four modules in the vertical
direction. In order to scan the entire surface of all four modules they were placed on a remotely controlled
movable platform. The range of both horizontal and vertical adjustment allowed to scan the whole array
of modules. The size of the stacked array was about 51× 51× 50 cm with a weight of about 400 kg
(∼ 25 kg/module).
The EMCal readout electronics was attached to the back of the array of modules with the electronics
cards and readout units (DCS/RCU) located on the same moveable table as the modules, together with
the LV supplies.
In both setups at CERN and FNAL, a pair of scintillator paddles upstream of the EMCal was used for
the beam definition trigger. In addition at the CERN-PS and at the FNAL-MTEST, the signal from
gas threshold Cerenkov counters were used as electron trigger for electron/pion discrimination. A set of
three MWPCs in front of the EMCal provided x−y position measurement with better than 1 mm position
resolution. The MWPCs were used to define the beam particle track which could then be projected to
the front face of the EMCal modules.
The official ALICE DAQ (DATE v6.13) [3] was used for taking the EMCal data. The MWPC data was
recorded with a CamacCrate-via-USB (CCUSB) readout system. For the CERN-PS and FNAL-MTEST,
the data from the Cerenkov counters were also recorded via the CCUSB system. The EMCal data were
combined with the data from the trigger detectors and from the MWPCs offline, aligning the information
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from the different data streams spill-by-spill.

7.2 Measurements
At the CERN-SPS, 80 GeV electrons were used for gain-matching and for studies of the uniformity of
the EMCal response with a scan through all module centers and through nearly all tower centers. In order
to investigate in more detail the uniformity of the light collection, data were taken at a few positions of
the beam across tower and module boundaries.
Further position and angle of incidence scans were performed with 5 GeV to 60 GeV electrons with
modified geometries (tilted or recessed modules) to study the uniformity of the response for different
incidence locations corresponding to the super module as installed in ALICE.
Energy scans were performed using electrons in the range of 5 GeV to 100 GeV at several different po-
sitions, chosen at tower centers and edges. The goal of these energy scans was to determine the intrinsic
energy and position resolution of the EMCal and to investigate the linearity of the energy response.
In addition, 100 GeV hadrons were used for a scan through a large set of towers. At a few positions
energy scans with hadrons in the range of 5 GeV to 100 GeV were performed. The goal of these mea-
surements with hadrons was to utilize the response from Minimum Ionizing Particles (MIPs) for relative
tower-to-tower calibrations and to investigate the EMCal particle identification capabilities by energy-
momentum mismatch and by shower shape analysis.

At the CERN-PS, a 3 GeV mixed beam was used for gain-matching using the MIP peak with a scan
through all tower centers. Energy scans with 0.5 GeV to 6.5 GeV mixed beams, using the signal from
the Cerenkov counter as electron trigger, were performed at several different positions. These data allow
to study the EMCal energy resolution at very low energies.

At the FNAL-MTEST 16 GeV electrons were used for gain-matching through all towers. Energy scans
were performed using 3, 4, 8, 16, and 33 GeV electrons with standard as well as with modified geome-
tries (tilted and with module offsets).

The analysis of the collected data is still ongoing. As described in the following sections, the already
obtained results demonstrate a very satisfactory performance of the EMCal that compares well with
simulations and design values.

7.3 LED Calibration Results
In order to reach the design EMCal energy resolution for high energy electromagnetic showers, a tower-
by-tower relative energy calibration of about 1% has to be obtained and maintained in the offline analysis.
In addition, since analog tower energy sums provide the basis of the L0 and L1 high energy shower trigger
input to the ALICE trigger decision, the EMCal should operate with APD gains adjusted to match online
relative tower energy calibrations to better than about 5%.
A LED calibration system, in which all towers view a calibrated pulsed LED light source, has been
successfully tested to track and adjust for the temperature dependence of the APD gains during operation.
The LED triggers where collected in parallel with the beam particle events throughout the entire CERN
test beam measurements. These measurements were performed with the APDs operated at the nominal
fixed M=30 gain. Figure 7.2 shows an online event display for the full 8×8 tower array for the high gain
channels.
The LED signal is seen in nearly all towers. The differences of the signal height between the outer
left/right and the central modules are due to different setups for the transmission of the LED light pulse
in the modules. The histograms show ADC value versus time sample, where each time bin corresponds
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Figure 7.2: Left: Online event display for LED events in the 8× 8 array of EMCal towers. The histograms
show ADC value versus time sample at 100 ns interval. Right: A clear separation between beam particle and LED
triggers is obtained.

to a sample at 100 ns interval. The right panel of Fig. 7.2 demonstrates that the LED events can be clearly
separated from the beam particle events in the same run. LED events fire nearly all channels in the event
and occur about 1 µs later than the physics triggers.
The variation of the LED signal amplitude with time and temperature was studied in order to test the
system for calibration purposes. The temperature was monitored by a total of eight temperature sensors
mounted at the top and bottom of each strip unit. The measured LED amplitude variation for a given
tower as a function of time is compared in Fig. 7.3 for the same time interval with the temperature
readings from the nearest sensor for the module in which the tower was located. A clear anti-correlation
is observed.
Figure 7.4 shows the variation of the LED signal amplitude (low gain) over the entire period of test beam
measurements at CERN, together with the temperature variation for the same period. Some of the sharp
variations in the LED amplitude seen in Fig. 7.4 cannot be attributed to temperature changes but rather
to LED light yield changes, as when the setup was reconfigured. These changes of the overall LED
light were taken into account with an iterative extraction of the temperature coefficients. First, a new
time interval was defined if an APD amplitude changed by more than 20 % from one hour to the next.
For each such time interval, both low and high gain LED amplitudes were fit simultaneously as planes
in space defined by APD amplitude, temperature, and the time interval. In a first iteration, all points
deviating by more than 1.5σ from a predefined slope range (0.015 < dM/dT < 0.025) were excluded.
In the next iteration, the cleaned sample was fit with free parameters for the slope in order to define the
temperature coefficient. Figure 7.5 shows the LED amplitude for a typical tower as a function of the
temperature and for a certain time bin.
The temperature coefficients obtained from the fits of distributions as presented in Fig. 7.5 were used to
correct for the time dependence of the APD gain. As an example, the corrected LED amplitude is shown
in the lower panel of Fig. 7.3 for the considered time interval.
A new class in the AliRoot calibration environment was introduced that stores the selected LED event
amplitudes as well as the information from the temperature sensors as a function of time. Furthermore,
an interface that allows for time-dependent calibration corrections in the offline AliRoot analysis was
developed and tested.
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Figure 7.3: Upper panel: temperature measurement as function of time. Mid panel: LED peak amplitude for a
typical tower for the same time interval. Lower panel: corrected LED peak amplitude.
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Figure 7.4: Left: LED peak amplitude variation (low gain) over the whole period of test beam measurements at
CERN for a typical tower. Right: temperature variation for the same period

7.4 Analysis

Since the energy of an electromagnetic shower spreads over several EMCal towers, the energy deposited
in the cluster of towers in which energy has been deposited must be summed, with proper relative cal-
ibration, in order to extract the total energy deposit in the EMCal. However, since the initial relative
calibrations of the towers are unknown, the extraction of the calibration coefficients must be done itera-
tively.
Furthermore, energy may be missing from the sum energy peak as towers on the edge of the cluster
may have signals which fall below the pedestal threshold of the towers. Also, the tower calibrations
must be determined over a long period of time as the array of modules is scanned through the beam,
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with the result that the relative calibrations may be determined at different ambient temperatures with
corresponding APD gain shifts.
As described in Chapter 3 and shown in Fig. 7.6 the digitized time samples have an amplitude as a
function of time t that can be described with the form of a Γ-function as ADC(t), where

ADC(t) = Pedestal+A · xγ · expγ·(1−x) , (7.1)
x = (t − tmax + τ)/τ .

Here, tmax is the time value where the function peaks, τ is the decay constant and γ is the power parameter
of the fit (typically fixed at γ = 2). The charge collected from the APD, and hence the energy deposited
in the tower, is proportional to the value of the parameter A.
An important feature in the test beam analysis was to check if the parameters of the fit describe well the
characteristics of the raw data. In particular, the amplitude and time values are used in all later steps
of the analysis. A quality parameter was introduced, which represents the average value of the relative
difference between the raw signal (ADC counts) and the fit function. This variable was studied for a large
set of electron data. As a result, the AliRoot fit routine was further optimized. In addition, the High-Low
gain correlation was studied using the electron data. The goal was to determine a threshold value for the
amplitude for which the low gain rather than the high gain needs to be used due to saturation (at 1023
ADC counts). A good High-Low gain correlation with an average ratio of 16.3 between both gains was
found up til 1050 ADC counts.
An overall inter-calibration procedure was carried out for all towers by normalizing the hadron MIP
amplitudes in each tower, to one of the central towers. Isolation of the MIP peak was achieved requiring,
for each tower, no energy deposit in the surrounding eight towers. An alternative inter-calibration map
was also considered by using the information given by the electron beam peak in each tower.
An absolute calibration for each tower was obtained by comparing the nominal electron beam energy
with the corresponding peak in the energy spectrum, as obtained by a sum over a 3× 3 tower cluster.
For this purpose, 3× 3 local cluster inter-calibration coefficients were extracted from the overall map,
by choosing each tower in turn as a reference. This allowed to evaluate the energy spectrum by a sum
over the 9 towers in the cluster, with a proper calibration adjusted to match that of the central tower in
each cluster. An example is shown in Fig. 7.7 for an 8 GeV mixed beam (from FNAL-MTEST) with the
region of the MIP peak enhanced in the insert.
For a typical run, Fig. 7.8 shows the reconstructed energy for 80 GeV incident electrons obtained with
the calibration procedure described above (left panel). The right panel shows the same data but using the
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Figure 7.6: Pulse shape distributions in a 2×2 area of the EMCal where the electron beam hits roughly the center
of the four towers. The red line represents the ADC counts and the black line the fit of the distributions according
to Eq. 7.1.
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Figure 7.7: Reconstructed energy for 8 GeV mixed beam. The electron peak is well centered at the incident
beam energy. The insert shows the energy spectrum in the region of the MIP peak. The continuum between both
peaks results from showering hadrons.

full AliRoot standard EMCal reconstruction software with calibration coefficients obtained as before.

7.5 Light Yield
An important goal of the test beam measurements was to extract the average light yield, or number of pho-
toelectrons at the APD per unit of electromagnetic energy deposit in the EMCal (photoelectrons/MeV).
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Figure 7.8: Left: Reconstructed energy for 80 GeV incident electrons using the 3× 3 cluster algorithm. Right:
Reconstructed energy for 80 GeV incident electrons using the AliRoot standard reconstruction algorithm.

This quantity determines the overall APD+shaper gain required to match the desired dynamic range in
ALICE to that of the input signal to the digitization ALTRO chip. Due to the large number of individual
towers planned for the final design of the EMCal, it is also important to estimate the tower-to-tower
dispersion of the light yield.
Following the calibration procedure described in Section 7.4 an absolute calibration was obtained for
a significant number of towers. Since measurements were carried out at several PS and SPS energies,
from 0.5 GeV to 100 GeV, the light yield may in principle be extracted for each tower at several beam
energies. However, the linearity of the energy response has been checked over the available energy range
and a good linearity was found between the nominal beam energy and the corresponding numbers of
ADC channels as shown in Fig. 7.9 (left) for four typical towers. A linear fit of the ADC vs. nominal
beam energy gives the calibration coefficient (channels/MeV).
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Figure 7.9: Left: ADC values (low gain channel), as obtained by a sum over the 3×3 cluster, versus the nominal
SPS beam energy. Right: Average value of the measured to incident beam energy as function of the incident beam
energy for several different positions taken at the SPS.

The average value of the measured to incident beam energy as function of the incident beam energy is
shown in Fig. 7.9 (right) for several different positions and for the CERN-SPS energies. Deviations of
this ratio from unity are expected at high energies due to leakage, or at very low energies due to tower
thresholds being non-negligible with respect to the total energy, or due to light transmission losses in the
WLS.
During the test beam, the APDs were all operating at gain M=30 with an individual voltage setting,
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which was established by a procedure carried out on each APD prior to the test beam measurements,
comparing the amplitude at a given bias voltage to the amplitude measured at low voltages, where the
gain is assumed to be unity.
The light yield at the gain M=30, for each individual tower, may then be extracted following

LightYield(p.e./MeV ) = (channels/MeV ) · (1/GA) · (1/PG) · (1/ADCconv) (7.2)

where the shaper amplifier gain GA = 0.229, the charge voltage conversion factor of the CSP, PG = 0.83
V/pC and the ADC conversion ADCconv = 1024 channels/V, as discussed in Section 3.3 [1]. The light
yield at unit gain (M=1) is obtained from this value divided by 30. As an example, with the above values,
a light yield of 4.63 photoelectrons/MeV is obtained from the data reported in the upper left plot in
Fig. 7.9.
A statistical analysis of the light yields obtained for several central towers was performed. This analysis
will be extended to all central towers. As a preliminary result, the average light yield was found to be (4.3
± 1.4) photoelectrons/MeV, essentially the same as the light yield value of PHOS and as the light yield
found for the prototype from the FNAL measurements of (4.4 ± 0.6) photoelectrons/MeV. Figure 7.10
shows the distribution of the light yield for several towers in the FNAL test beam measurements with the
prototype (left) and in the CERN measurements with the modules of final design (right).
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Figure 7.10: Distribution of extracted light yields in photoelectrons/MeV (for APD gain M=1) for several central
towers from test measurements at FNAL with prototype modules (left) and at CERN with modules of final design
(right). These results are preliminary.

7.6 Beam Results
7.6.1 Energy Resolution
A major goal of the test beam measurement was to investigate the energy resolution (δE/E) of the EMCal
and its variation as a function of energy.
An absolute energy calibration of the test beam data was obtained as described in section 7.4 from the
known incident electron energy using an iterative procedure. An initial relative tower-by-tower calibra-
tion was performed using the MIP peak from the hadron beam at the CERN-SPS or from the mixed beams
at CERN-PS and FNAL-MTEST. The LED calibration system (see section 7.3) was used to track and ad-
just for the time dependence of the calibration coefficients. By combining data taken at the CERN-PS and
SPS the energy range of 0.5 GeV to 100 GeV could be explored. Such energy scans were performed at
several different positions, including tower and module edges. No systematic variation of the resolution
depending on the position was observed. The resolution obtained at the different positions was combined
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and the average values as a function of the incident beam momentum are displayed in Fig. 7.11. For the
SPS data, the momentum spread of the incident beam of typically 1.3% was subtracted in quadrature.
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Figure 7.11: Energy resolution for electrons as function of the incident beam momentum. The beam energy
spread was subtracted from the measured result.

A fit to the energy resolution as function of the incident energy is also shown in Fig. 7.11. The fit is made
with the conventional constant,

√
E, and linear E terms, added in quadrature. The constant and

√
E

terms, respectively a = 1.7± 0.3 and b = 11.3± 0.5, may be compared with the GEANT3 simulation
result for the EMCal module geometry (without light transport included in the simulation) shown in
Fig. 2.3 that gave a = 1.44± 0.03 and b = 6.9± 0.1. The performance is quite similar to the PHENIX
EMCAL [4] with similar physical characteristics and better than the stated requirements (see Chapter 3).
Using the data from the FNAL test beam, possible effects of the shorter design shaping time for the
EMCal of 100 ns (compared to 1 µs for PHOS) were studied. Figure 7.12 shows the energy resolution as
function of the incident energy, where the fit is made to the conventional constant and

√
E terms, added

in quadrature. The results are shown separately for the long and short shaping time readout regions of the
test setup, averaged over many runs in each region. There is some apparent difference in the resolution
for low incident energies, with somewhat poorer resolution for the short shaping time. This is attributed
to the lower gain and corresponding higher effective tower thresholds for the channels with the shorter
shaping time. No significant difference is observed between the results with the two shaping times when
the tower energy thresholds are raised in the analysis to be the same everywhere. Summing all data
together gives a fit result with the two terms added in quadrature of b = 10.8± 0.7 and a = 2.0± 0.3.
This may be compared with the GEANT3 simulation result for the prototype module geometry (without
light transport included in the simulation) shown in Fig. 2.3 that gave b = 7.91±0.05, a = 1.05±0.02.
The performance of the prototype modules is very similar to that of the final modules presented above.

7.6.2 Linearity and Uniformity of the Energy Response
Together with the energy resolution studies, the linearity of the energy response was investigated. Com-
bining the measurements at the various different positions, the average value of the reconstructed to
incident beam energy as function of the incident beam energy was already shown in Fig. 7.9 (right). A
very good linearity is observed. As discussed earlier, deviations of this ratio from unity are expected at
high energies due to leakage. This is not yet seen in the data. At very low energies, threshold effects
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Figure 7.12: Energy resolution for electrons as function of the incident beam momentum for short (EMCal
design) and long (PHOS design) shaping times. The fit result is given for the combined data set.

might be non-negligible compared to the total energy and light transmission losses might have an impact.
In fact, the reconstructed energy is systematically lower than the incident one for energies equal or below
5 GeV. A drop of ∼ 10% is observed at 5 GeV.
The uniformity of the energy response was studied for several different conditions. All module centers
and a major part of tower centers were scanned using 80 GeV electrons. In addition, data were taken
across tower and module borders as well as for tilted or recessed modules, as at the large Z end of a super
module. The latter allow to study the uniformity of the response for incidence on towers in different
locations within the super module as installed in ALICE. Figure 7.13 shows the reconstructed energy
(upper panel) and resolution (lower panel) for the different configurations as listed before and indicated
in the figure. At the corners and towers located at the edges (marked with red in the figure) significant
losses are expected (which however are partially compensated by the calibration constants).
The presented results are still preliminary. No correction for time dependent effects have been applied
yet. These might be important as data taken in very different time periods are compared. Also a full
tower-by-tower recalibration has still to be completed. These preliminary results already give a response
of the EMCal with an RMS better than 1 GeV, for 80 GeV incoming electrons (see upper, right plot
of Fig. 7.13). This result implies a very good uniformity of the EMCal construction and readout. In
particular, no systematic effect is observed for positions across tower or module boundaries. The still
large variations of the energy resolution at different positions, varying from 1.5% to 4.3%, underline the
need for a full tower-by-tower inter-calibration.
The energy resolution was also studied for different incidence locations corresponding to the super mod-
ule as installed in ALICE. Most of the test beam data were taken with a configuration where the beam
hits the EMCal modules perpendicularly, corresponding to z = 0,η=0 position of the modules. Data were
taken also with configurations where the modules were tilted in φ by 6 deg or 9 deg at different surface
positions. Figure 7.14 shows the energy resolution for such tilted configurations at two different positions
obtained with electrons of 10 GeV to 60 GeV. These values are compared to the average resolution as
function of energy already presented in Fig. 7.11. No significant difference with the average resolution
at zero position was observed.
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Figure 7.13: Upper panel: reconstructed energy for 80 GeV electrons at different positions as indicated in the
figure and described in the text. Lower panel: the corresponding energy resolution for 80 GeV electrons at different
positions as indicated in the figure.
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as labeled in the figure.

7.6.3 Position Resolution
The FNAL test beam data were also analyzed using the incident beam location projected from the track-
ing information from the MWPCs to investigate the position resolution of the EMCal. The x and y
positions in the EMCal are calculated using distribution of energies in the towers of the cluster. The
coordinate locations are calculated using a logarithmic weighting [5] of the tower energy deposits. The
x and y position resolution as a function of incident momentum for electrons is shown in Fig. 7.15. As
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expected no significant difference between the x and y position is observed. The electromagnetic shower
position resolution is seen to be described as 1.5 mm + 5.3 mm/

√

EDeposit .

Figure 7.15: Dependence of the position resolution as a function of 1/
√

E (GeV) for electrons. The curve shows
the best fit result.

Figure 7.15 showed the energy dependence of the position resolution averaged over many runs over
much of the prototype detector. Figure 7.16 shows the position resolutions for individual runs with beam
incident on different locations on the detector for 8 and 16 GeV electrons. While there is a clear system-
atic difference in the position resolution for the two incident energies, there is no apparent systematic
dependence on the incident location, or on the long versus short shaping time FEE channels.

Figure 7.16: Dependence of the position resolution on the location of beam incident on the prototype detector
for 8 and 16 GeV electrons.

The investigation of the position resolution for the final design modules tested at CERN is still ongoing.
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First, very preliminary results indicate a similar performance as obtained for the first prototype.

7.7 Conclusions
Test beam measurements have been performed with an EMCal prototype at FNAL in November 2005
and with modules of final design and instrumented with the final electronics chain at CERN in autumn
2007. The readout of the EMCal front end electronics used the full ALICE DAQ readout chain.
A LED calibration system was installed in order to monitor time-dependent changes. It’s operation was
successfully tested and corrections for time-dependent effects were applied in the offline analysis of
the test beam data. The AliRoot calibration routines were further developed in order to handle these
time-dependent corrections.
The measurements at FNAL were in particular made for comparison of the performance with two dif-
ferent signal shaping times in the front end electronics (see Section 3). Two front end electronics cards
were used for the readout of the modules; one had the nominal 1 µs signal shaping time which PHOS will
use, and the other had a modified 100 ns shaping time as planned to use for EMCal [1]. No significant
difference was observed for the energy resolution obtained with the two shaping times. Also, no effect
of the shorter shaping time was observed for the position resolution.
The energy resolution of the final test modules was determined using electrons of 0.5 GeV to 100 GeV.
A fit to the conventional constant and

√

(E) terms gave a = 1.7± 0.3 and b = 11.3± 0.5, respectively.
This performance is better than the stated requirements (see Chapter 3).
A very good uniformity of the energy response was found with a RMS better than 1 GeV, for 80 GeV
incoming electrons. This value is still preliminary. In particular, no significant difference in the energy
response was observed for configurations central to the towers and modules or across the boundaries.
The energy resolution obtained for tilted configurations with 6 and 9 degrees in phi compares well with
the average energy resolution stated above.
The electromagnetic shower position resolution for the prototype modules was seen to be described as
1.5 mm + 5.3 mm/

√

EDeposit . As expected, no significant difference between x and y positions was
observed.
The analysis of the CERN test beam data is still ongoing. In particular, the uniformity studies will be
finalised after completing the full tower-by-tower re-calibration and the correction for time dependent
effects using the information from the LED calibration system.
Furthermore, ongoing analyses are investigating the position resolution for the final EMCal modules as
well as the response of the EMCal to hadrons by shower shape studies. The results from these analyses
will be summarized in an upcoming publication.
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8 ALICE EMcal Physics Performance

8.1 Physics Performance
ALICE is a large acceptance experiment with unique particle tracking and identification capabilities.
ALICE measures charged particle momenta over three orders of magnitude, from 100 MeV/c to 100 GeV/c
- a range that is unparalleled at the LHC.
Jet quenching can be considered to be the QCD analog to QED bremsstrahlung, where even a very high
energy charged projectile in matter radiates dominantly soft photons. Jet quenching similarly couples
high energy probes to soft radiation in the medium, thus a broad dynamic range in tracking is needed to
fully explore the physics of quenching. This approach has been validated by the experience of the RHIC
experiments.
The EMCal will complete ALICE’s capabilities to measure jet quenching, by providing an efficient and
unbiased fast jet trigger (Level 0/1) and measurement of the neutral portion of the jet. Jet measurements
using precise charged particle tracking and EM calorimetry are well-suited to studying jet quenching:
the jet energy resolution is comparable to that achievable with purely calorimetric jet measurements, and
precise tracking is required for sensitivity to the physics signals of quenching.
A fast jet trigger increases the kinematic reach of ALICE substantially to enable measurement of jets
beyond 200 GeV. QCD evolution will influence the physics of jet quenching [1], but its effects will be
visible only with measurements over a large dynamic range in jet energy. While this issue is currently at
the frontier of QCD theory, and calculations are highly uncertain at present, they suggest that quenching
measurements over a broad kinematic range will provide unique and sensitive new probes of the structure
of hot QCD matter.
The EMCal also triggers and measures high pt photons and electrons. The photon trigger enhances
ALICE’s existing capabilities for measuring high pt π0, direct photon, and photon+jet coincidences. The
electron trigger enables ALICE to measure heavy flavor jets at energies of 80 GeV and above, a crucial
capability for elucidating the physics underlying jet quenching.
The following sections describe these various capabilities in more detail.

8.2 Simulation Framework
All results presented here are based on detailed GEANT simulations of the ALICE detector and the
EMCal, incorporating all known detector material. Special attention was paid to accurate modeling of
material within the geometric acceptance of the EMCal, which is a significant source of photon conver-
sions and electron bremsstrahlung. The official ALICE simulations and software frameworks were used
wherever possible.
Event generation utilized PYTHIA for p–p events (both minimum bias and with a jet trigger bias) and
HIJING for the Pb–Pb heavy ion background. AliPyQuench was used to model jet quenching effects,
whose magnitude is controlled by the in-medium transport coefficient q̂ = µ2/λ [2], where µ is a typical
momentum transfer in interactions between the hard parton and the medium and λ is the mean free path
of soft gluons. Extraction of q̂ from RHIC data has large uncertainties at present, but extrapolation to
central Pb–Pb collisions at the LHC yields estimates in the range q̂ ∼ 20−50 GeV2/fm.
Figure 8.1, left panel, is the transverse projection of the ALICE central detector, showing the distribution
of conversion vertices for photons within the EMCal acceptance. Figure 8.1, right panel, shows the
cumulative fraction of high energy photons within the EMCal acceptance that convert within a given
radial distance from the IP. The bulk of the conversions are seen to occur in the Transition Radiation
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Figure 8.1: Left: Transverse projection of sources of photon conversion within the EMCal acceptance. Right:
Integrated fraction of photon conversions as a function of radius from beamline, averaged over the EMCal accep-
tance. Dashed line is average over full EMCal acceptance, while the calculation for the solid line excludes phase
space near the edges of the super modules that is subtended by the spokes of the TPC support structure. Radial
positions of the major ALICE subsystems are indicated.

Detector (TRD) and Time of Flight (TOF), which are outside the TPC. Background electrons from such
conversions can be rejected with high efficiency through the requirement that an electron shower match
to a charged track of the correct momentum.
The cumulative conversion rate is shown averaged over the entire EMCal fiducial area (dashed line) and
constrained to phase space that excludes the super module boundaries (solid line). The excluded region
is subtended by the spokes of the TPC support structure and other material. This fiducial cut is applied
in the photon and electron analyses.

8.3 EMCAL Trigger
8.3.1 Trigger Requirements and Design
Exploitation of the EMCal kinematic reach for inclusive jets requires an efficient, fast trigger (Level 1)
that can discriminate the collimated energy flow in a jet from the heavy ion background. The core of
jet energy is spread over a region larger than the phase space subtended by a single TRU, and additional
trigger processing capability is required for efficient jet triggering.
The PHOS/EMCal TRU performs FADC digitization of 2×2 tower analog sums, which are input to the
L1 photon/electron trigger. The “jet patch” trigger is implemented by transmitting all such 2×2 sums
from all TRUs into a single FGPA on the Summary Trigger Unit (STU), via LVDS cables clocked at 40
MHz (see Chapter 5). A simple jet-finding algorithm is then applied over the entire EMCal acceptance,
in which the energy is integrated within a patch of defined size (typically ∼0.3×0.3) and the patch is
stepped over the entire EMCal fiducial area. An L1 jet trigger signal is issued if a patch energy in the
event exceeds a defined threshold.
Heavy ion events are characterized by background multiplicity and ET production whose magnitudes are
closely correlated with the impact parameter of the collision. The underlying background in a large jet
cone may contribute hundreds of GeV in “central” events (small impact parameter). Such background
can be estimated in offline analysis on an event-wise basis to correct the measured jet energy, but it must
also be taken into account in the L1 trigger in order to achieve similar trigger efficiency for all heavy
ion collision centralities. This correction is achieved in the EMCal jet trigger by adjusting the trigger
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threshold in the STU FPGA by an amount proportional to the summed amplitudes of the V0 detectors.
The V0 are forward scintillator detectors (−3.7 < η < −1.7, 2.8 < η < 5.1) whose response is closely
correlated with multiplicity and ET in the ALICE central region. The fast V0 signals are digitized to 12
bits and transmitted to the EMCal trigger crate via fiber optic cable.
Due to TPC gating rate limitations and High Level Trigger and DAQ bandwidth constraints, the L1 jet
trigger is required to achieve a rejection of 10 for minimum bias Pb–Pb and 2500-3000 for minimum
bias p–p events. These two cases represent the extremes in terms of interaction rate vs. event size, and
serve to bracket the required EMCal jet trigger performance.
The EMCal Jet Trigger hardware implementation is described in Chapter 5.

8.3.2 Jet Trigger Performance
The EMCal trigger architecture described in Section 8.3.1 has been modeled in full and its response ana-
lyzed using the detailed ALICE GEANT model. Modeling of the V0 response includes the contribution
of interactions in the beam-pipe and other material subtending its acceptance.
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Figure 8.2: Jet trigger performance for 5.5 TeV p–p events. Left: Background rejection rate vs. trigger threshold.
Right: Jet trigger efficiency vs. jet energy.

Figure 8.2, left panel, shows background rejection vs. threshold for 5.5 TeV minimum bias p–p events,
for a jet trigger patch of size dη×dφ = 0.33×0.33. The right panel shows the jet trigger efficiency for
rejection 3000, achieved with a threshold ∼8 GeV. 90% efficiency is achieved at E jet ∼ 60-70 GeV.
There is little theoretical guidance at present concerning angular broadening due to jet quenching. We
therefore constrain our trigger studies to a conventional fragmentation model (PYTHIA), mindful that
the trigger scheme must remain flexible in order to accommodate unanticipated new effects.
Figure 8.3 shows the same calculations for Pb–Pb collisions, incorporating the V0-based threshold
correction. A rejection factor 14 generates ∼90% jet efficiency at E jet

T ∼ 90 GeV. Trigger efficiency
turn-on near threshold is not as sharp as in p–p - an effect related to the V0 threshold correction. Studies
to optimize this threshold behavior are in progress.

8.3.3 Jet Trigger Enhancement Factors
Table 8.1 shows the expected enhancement, for various collision systems, in recorded jet events due to
the EMCal jet trigger, compared to ALICE capabilities without the EMCal. The assumed luminosity
and effective running time are shown. The comparison is between the rate of jets triggered by and recon-
structed with the EMCal, and jets recorded using geometrical triggers only (minimum bias Pb–Pb or p–p,
or central Pb–Pb) and reconstructed solely using charged tracks. The enhancement calculation takes into
account the EMCal jet trigger acceptance relative to charged particle jets (17.3%) and trigger efficiency
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Figure 8.3: Jet trigger performance for 5.5 TeV Pb–Pb events. Left: Background rejection rate vs. trigger
threshold. Right: Jet trigger efficiency vs. jet energy.

System √sNN (TeV) Lmean Time DAQ rate EMCal
(cm−2s−1) (s) (Hz) Trigger gain

p+p 5.5 5 ·1030 106 500 110
p+p 14 5 ·1030 107 100 550
p+p 8.8 1 ·1029 106 500 110
Pb+Pb
cent 10% 5.5 5 ·1026 106 20 5.3
periph 60-80% 5.5 5 ·1026 106 20 53

Table 8.1: Gain in recorded jet statistics for various systems due to EMCal Jet Trigger, together with assumed
mean luminosity, annual running time and ALICE DAQ rate.

and live-time (combined factor 80%), together with event rate limitations due to DAQ bandwidth and
maximum TPC gating frequency.
The enhancement factors in Table 1 are applicable for E jet >∼ 100 GeV, where the trigger is efficient
(see Figs. 8.2 and 8.3). The enhancement factor is seen to be greatest for the smallest systems (p–p,
peripheral Pb–Pb). This is because the smallest systems have the largest interaction rate, while the
ALICE DAQ rate is limited in all cases to ∼500 Hz.
The background rejection and jet efficiency shown in Figs. 8.2 and 8.3, calculated with full simulation
of the trigger architecture and a detailed GEANT model of the detector response, is similar to trigger
performance studies based on parametrized models shown previously. The jet trigger is seen to provide
good background rejection and signal efficiency for E jet > 100 GeV. Table 8.1 shows that this capability
brings a significant enhancement to the ALICE physics program.

8.4 Jet Reconstruction
High-ET jets that are clearly identifiable over the heavy ion background are produced copiously at the
LHC [3,4]. It is nevertheless challenging to achieve good jet energy resolution in the heavy ion environ-
ment. This section presents an overview of the main experimental considerations for jet reconstruction
in heavy ion collisions, and discusses our current understanding of jet reconstruction performance in
proton-proton and heavy ion events using the EMCal and ALICE tracking.
Jet reconstruction in elementary collisions is most commonly based on energy measurements using elec-
tromagnetic and hadronic calorimeters. ALICE takes an alternative approach, with hadronic energy
measured using high resolution charged particle tracking and electromagnetic energy measured using the
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EMCal. Hadronic calorimetry is preferred in elementary collisions because of systematic uncertainties
due to unmeasured neutral hadrons in the tracking approach (primarily K 0

L and neutrons). As detailed
below, this effect is secondary in heavy ion collisions, where background fluctuations are large and a
tracking approach allows a more targeted rejection of low-energy hadrons from soft backgrounds. Jet
reconstruction incorporating charged particle tracking in place of hadronic calorimetry is the preferred
method for heavy ion collisions.
Hadronic energy deposition in the EMCal is removed on average using the projection of charged particle
trajectories to the EMCal front face together with a parameterized response to charged particle energy
deposition [5]. This approach has been used successfully for jet reconstruction in elementary collisions
by STAR [6] and ALEPH [7], with jet energy resolution comparable to traditional hadronic calorimetry
methods. The charged particle momentum resolution of ALICE is about 10% at p t = 100 GeV/c, which
is sufficiently good resolution for hard fragments of the most energetic jets generated in heavy ion col-
lisions. The ALICE two-track resolution is sufficient to maintain this performance in the dense central
core of high energy jets.
A UA1-type cone algorithm [8] is used for initial studies of jet finding in Pb–Pb collisions since such
algorithms allow relatively simple correction of uncorrelated backgrounds.

8.4.1 Jet Background Reduction
The main consideration for offline reconstruction of jets in the heavy ion environment is the large
background of uncorrelated particles. A recent estimate for central Pb–Pb collisions gives dET/dη ≈
3700 GeV [9], or about 75 GeV of background energy in a small cone area of R =

√

δη2 +δφ2 ≤ 0.2.
The essential difficulty in correcting for this large background arises from impact parameter fluctuations,
statistical fluctuations due to the finite number of tracks, and dynamical fluctuations due to low ET jet
production. The impact parameter fluctuations can largely be removed by an event-wise subtraction of
background.
Jets measured in p–p collisions have a large fraction of their energy lying within a small forward cone:
for a jet ETof 50−100 GeV, about 80% of the charged track energy is contained in a cone of phase space
radius R =

√

δη2 +δφ2 ≤ 0.2 [10]. This suggests that a reduction in cone size below the commonly
used value R ≈ 0.7 will improve the signal/background in heavy ion events. A further reduction of
the background can be achieved by imposing a lower pt bound on the charged tracks used in the jet
reconstruction. A study with the HIJING model shows that applying a track cut of p t > 2 GeV/c excludes
98% of the background tracks. The radius and pt cuts are correlated, however, due to the well-known
angle ordering in jet fragmentation (see Fig. 8.5).

R
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

En
er

gy
 (G

eV
)

0

200

Background energy
100 GeV jet energy
50 GeV jet energy

Background energy
100 GeV jet energy
50 GeV jet energy

Background energy
100 GeV jet energy
50 GeV jet energy

R
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

E/
E

∆

0

0.5

1

50 GeV jet resolution
100 GeV jet resolution
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R [3, 4]. The vertical bars indicate the RMS of the distributions. Right: Jet energy resolution as a function of R.
Only charged tracks with pt > 2 GeV/c are used for both panels.
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Figure 8.4, left panel, shows the transverse energy measured with the track cut p t> 2 GeV/c as a function
of cone radius R, for 50 and 100 GeV PYTHIA jets and background due to central Pb–Pb events from
HIJING. For a 100 GeV jet, the background ET exceeds the measured jet ET for R > 0.4. Figure 8.4,
right panel, shows the resulting energy resolution from the cone algorithm for 50 and 100 GeV PYTHIA
jets embedded into the HIJING background. A larger radius integrates more jet signal, improving the
resolution, while also incorporating a larger background fluctuations which causes deterioration in the
resolution. For 50 GeV jets these competing effects lead to an optimum cone radius of R = 0.3. For
higher energy jets the background contributions become relatively less important, leading to a roughly
constant resolution of about 30% for ET ≈ 100 GeV jets with R > 0.3.

8.4.2 Jet Energy Resolution
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Figure 8.5: Energy resolution vs. jet energy for different reconstruction schemes [3, 4]. Left: Variation of cone
size R and charged track ptcut. Right: Effect of detector resolution and background fluctuations.

Figure 8.5, left panel, shows the jet resolution for various sets of cuts. The resolution is determined
relative to reconstruction using all generated particles and a cone radius R = 1. It should be noted
that other studies of jet energy resolution over heavy ion background use an alternative definition of
resolution, in which reconstructed jet energy is compared with the same cone radius parameter R ∼ 0.4,
with and without heavy ion background. This alternative definition neglects the effect of out-of-cone
radiation, and provides an apparently better resolution in the presence of background.
The triangular markers show the best achievable resolution with a real detector, using a cone radius of
R = 1 and no track ptcut. The loss of neutral particles, including neutrinos, neutrons and K 0

L , leads to an
energy resolution of 15%. Successive application of the smaller cone radius cut R = 0.3 and the p tcut
for charged tracks leads to additional contribution to the resolution of 10% at high pT ≈ 100 GeV/c and
15% at pT ≈ 50 GeV/c.
Small jet cone radius and a track ptcut are required to limit background in heavy ion events, but with
the present algorithm they are the dominant factors in determining the jet energy resolution. As seen in
Fig. 8.5, right panel, the additional contribution to the resolution due to background is modest. Charged
tracking momentum resolution (about 10% at 100 GeV) (see Figure 5.4.3 of Ref. [11]) and EMCal
energy resolution (< 10%/

√
E) contribute negligibly to the jet energy resolution.

Figure 8.5 shows a significant deterioration in resolution as R is reduced. This effect is explored fur-
ther in Figure 8.6 for 100− 120 GeV PYTHIA-generated jets. The generated jet is within the EMCal
acceptance, excluding a boundary region to account for its finite size. For reference, curve (a) shows
the optimum reconstructed energy distribution for large cone R = 1.0, with the shift in the peak relative
to the simulation energy demonstrating the jet energy lost due to unmeasured particles and the track cut
pt > 2 GeV/c. Curve (b) shows the energy distribution for R = 0.3 jets, taking only the highest energy



8.4 Jet Reconstruction 85

<120) [GeV]
T,Input

(100<ET,OutputE
0 20 40 60 80 100 120

# 
Re

co
ns

tru
ct

ed
 je

ts

0

100

200

300

400

500

600

700

800
a) R=1.0, pt=2.0, TPC+EMCAL 
b) R=0.3, pt=2.0, TPC+EMCAL
leading jet
c) R=0.3, pt=2.0, TPC+EMCAL

>1, subleading jet jets,eventN

d) R=0.3, pt=2.0, TPC+EMCAL
summed jets

Figure 8.6: Effect of jet splitting due to small cone radius.

(leading) jet found in the event. Curve (c) shows the complement of (b), the energy distribution exclud-
ing the leading jet. The multiple jet rate is high for small cone radius, arising from splitting of a jet
whose profile is relatively broad due to hard radiation. This results in a pronounced low-energy tail of
the leading jet energy distribution which contributes to the resolution due to small cone size shown in
Figure 8.5. A simple way to reduce the effect of jet splitting is to sum the energy of all small-R jets
found in the EMCal acceptance. The resulting distribution, curve (d), shows a marked improvement
in jet energy resolution. Figure 8.6 suggests that improvements in the reconstructed energy resolution
shown in Fig. 8.4 are possible. Measurement of hard radiation may itself be an interesting probe of the
medium, though this is as yet an unexplored issue.
Development of jet reconstruction algorithms for heavy ion collisions is in its beginning stages, and
optimization of biases and resolutions will require a continuous interplay of experiment and theory.
Recent analyses of jets in heavy ion collisions by the STAR collaboration at RHIC [12], utilizing infrared
safe algorithms from the FastJet package [13], suggest that indeed unbiased jet reconstruction may be
achievable in heavy ion collisions. This is a rapidly developing area of study.

8.4.3 Jet Reconstruction Performance
Based on the previous section one can conclude that the energy resolution for conventional jet recon-
struction in heavy ion collisions is dominated by large background fluctuations of the underlying event
and not by instrumental resolution. Experimental control of such fluctuations in cone reconstruction al-
gorithms requires the imposition of relatively narrow cuts on jet cone radius (R < 0.5) and the p t of tracks
and EMCal tower energy (pt > 1− 2 GeV), in comparison to jet reconstruction in p–p collisions. Al-
ternative jet reconstruction algorithms are under development for heavy ion collisions, including k t -type
approaches with novel background subtraction methods (e.g., [13]).
A simple cone-type algorithm without mid-point merging or further corrections is utilized for these
baseline jet reconstruction studies. The degree to which cone radius and p t cuts suppress the influence of
background on jet reconstruction is shown in Fig. 8.7. The left panel shows the reconstructed jet energy
for the quenched-jet signal embedded into central Pb–Pb background (“Pb–Pb”) vs. the quenched-jet
signal only (“p–p”). Good correlation is evident for E jet > 50 GeV, demonstrating that, with these cuts,
the Pb–Pb background has only minor impact on the reconstructed jet energy. The energy difference
distribution has a width less than 10 GeV for jet energy 100 GeV, decreasing for larger jet energy. The
right panel shows the differential cross section for the quenched-jet signal only (p–p) and quenched-jet
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Figure 8.7: Influence of heavy ion background on jet reconstruction: “Quenched jets” are generated
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Right: Differential cross section of reconstructed jet energy without Pb–Pb background (black inverted triangles)
and with background (red triangles).

signal embedded into central Pb–Pb background (Pb–Pb). The spectra are similar for E jet > 50 GeV. For
this model of background and quenching, and the corresponding cone radius and p t cuts, background
fluctuations in central Pb–Pb collisions have minor influence on jet reconstruction.
Jet reconstruction performance in the context of a jet quenching observable is shown in Fig. 8.8. The
figure shows the distribution of charged hadrons with R < 0.7 from the reconstructed jet axis as a func-
tion of ξ = ln(E jet/phadron), where E jet is the estimated total jet energy (i.e., corrected for reconstruction
effects) and phadron is the magnitude of the hadron momentum projection on the jet axis. The inclusive
distribution dN/dξ, commonly known as the “hump-backed” plateau, is well-described by QCD-based
MLLA (modified leading-log approximation) calculations for jets in e+e− collisions [14]. Jet quench-
ing has been introduced into the MLLA formalism via modification of the radiation vertex coupling
strength [14].
Figure 8.8 shows three different reconstruction schemes for quenched jets (q̂=50 GeV2/fm). The dashed
blue line is for “ideal” reconstruction, with all generated particles measured over an arbitrarily large jet
cone (R < 1.0) with no pt cut. The black solid line shows reconstruction with standard background-
suppression cuts but with no background present. The solid red line shows reconstruction of the same
jet sample embedded into central Pb–Pb background. The jet sample is selected in each case, based on
the measured (uncorrected) energy, to correspond to parent jet energy in a narrow bin around 150 GeV.
The value of ξ is corrected for the estimated jet energy deficit due to the specific cuts of each method,
based on unquenched PYTHIA simulations. This is a correction procedure that can be used in real data
analysis, but assessment of the accuracy with which it corrects missing energy awaits the actual data.
Since ξ is an inclusive observable, the full multiplicity distribution can in principle be formed without
regard to the specific pt and radius cuts used in jet reconstruction. While the figure shows some biases,
notably at low ξ (high pt), due to the background-suppression cuts (p–p and Pb–Pb compared to ideal),
the presence of background fluctuations has only minor influence for ξ < 4.5. However, above ξ ∼ 5
(pt <∼ 1 GeV/c) the background overwhelms the jet signal and the measurement loses sensitivity. It is
not surprising that there is a pt scale below which jet quenching signals cannot be measured reliably;
similar conclusions are evident from correlation analyses at RHIC.
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Figure 8.8: Charged hadron multiplicity in a jet vs. ξ. Variables and distributions are defined in text.

8.4.4 EMCal Kinematic Reach

The expected annual rates for hard processes in Pb–Pb running at the LHC were shown in Chapter 1. In
this section we analyze a specific observable, to assess the EMCal measurement capabilities for high ET
jets in detail.
Figure 8.9 shows a projection for a jet quenching measurement: dN/dξ vs. ξ for ∼ 175 GeV jets mea-
sured in central Pb–Pb collisions (quenched), normalized by the same measurement in p–p collisions
(unquenched). The red data points correspond to the realistic reconstruction case using background-
suppression cuts, while the black histogram corresponds to “ideal” reconstruction of the quenched jet
including all generated particles but no background, with large cone radius and no p t cuts. The dN/dξ
distributions are for charged hadrons within R < 0.7 of the reconstructed jet axis. The error bars on
the red data points indicate the statistical precision expected from one year of Pb–Pb and p–p running,
combined in quadrature with 5% systematic uncertainty on the background subtraction.
The effects of jet quenching are evident in the ratio, through the suppression (below unity) of high p t
particles (low ξ) and the enhancement (above unity) of the soft multiplicity (large ξ). This behavior
corresponds to the overall softening of jet fragmentation due to quenching observed at RHIC. There is
good agreement between “ideal” reconstruction and the realistic case for ξ < 4.4, illustrating that the
method works well for this model of quenching and background. There is significant disagreement for
ξ > 4.4, however, indicating that background subtraction uncertainties are greater than the assigned 5%
systematic. This is clearly an area that needs development. Among the LHC experiments, ALICE has
by far the broadest set of tools that can be brought to bear on this problem.
The parent jet energy for Fig. 8.9 is in a narrow bin around 175 GeV. At this energy, the statistical
precision is seen to be good compared to the magnitude of the quenching effect. Based on the rates
shown in Chapter 1, we expect that a significant measurement can be made out to jet energies of ∼ 250
GeV. This justifies our statement that the EMCal acceptance is sufficient to measure jet quenching over
a broad kinematic range.
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8.4.5 EMCal + ALICE PID Detectors Kinematic Reach
A unique feature of ALICE is its capability for reconstruction of identified hadrons over the kinematic
range from 100 MeV/c to about 100 GeV/c through identification of π, K, and p in the TPC, strange,
heavy flavor, and resonance reconstruction in the ITS and TPC, and e/h separation in the TRD and
EMCal. These capabilities are unique at the LHC. Figure 8.10 shows the annual yields expected for
identified hadrons in Pb–Pb collisions and in reconstructed jets with energies exceeding 30 GeV and
50 GeV, respectively.
Based on these simulations we expect that the measurement shown in Fig. 8.9 can be repeated for iden-
tified particles out to ξ < 4 for most of the particle species shown in Fig. 8.10. Detailed studies, taking
into account the reconstruction efficiencies for rare hadrons from the full ALICE detector chain are in
progress. Recent theoretical model calculations [15–17] indicate that the identified particle spectra in the
high momentum region will probe the physics of hadronization and chiral symmetry restoration.

8.5 γ/π0 Discrimination and Direct Photons
Photons do not interact with the medium and therefore provide an important calibration for jet quenching.
At RHIC, the inclusive direct photon yield is a convincing cross-check for high p t hadron suppression
measurements of partonic energy loss. Even more significant would be the coincidence measurement of
a direct photon with fragments of the recoiling jet. To leading order the photon energy gives the energy of
the jet, allowing a controlled determination of the modified fragmentation function. Direct photon rates
in the ALICE acceptance are significant up to pt ≈ 50 GeV/c, see Chapter 1. These measurements are
challenging, however, due to the small γ/π0 ratio and large fragmentation photon backgrounds, which
drive the choice of the EMCal granularity. While the ALICE PHOS is by far the most finely granu-
lated EM Calorimeter in the LHC heavy ion program, and will carry out the most precise direct photon
measurements, there are strong reasons to carry out similar measurements in the EMCal:
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Figure 8.10: (a) Estimate of annual yield of hadrons, and (b) Hadronic resonances reconstructed in ALICE, as a
function of transverse momentum based on a scaled PYTHIA simulation.

• The EMCal acceptance is a factor of seven larger than the full PHOS, with correspondingly greater
measured yield for the statistics-hungry γ+jet measurements in the kinematic region in which the
EMCal can discriminate π0 from γ;

• Redundant measurements, with different systematic uncertainties, are crucial for precise measure-
ments of direct photons. In PHENIX, the redundancy between the lead-glass and lead-scintillator
calorimeters has proven decisive in this regard.

Direct photon measurements are subject to large backgrounds from neutral meson decay (π0, η). At
low pt the decay photons generate separate calorimeter showers and mesons can be reconstructed based
on the two-photon invariant mass spectrum. At higher pt the decay photon showers merge, and shower
shape observables are needed to separate π0 from direct photon signals. Highly asymmetric decays will
mimic the direct photon signal, thus the physical γ/π0 yield ratio (a few times 10−2 in p–p collisions at
the LHC) plays a crucial role in determining the practical pt reach of a given measurement.
An additional background to direct photon production is hard bremsstrahlung from a quark jet (“frag-
mentation photons”), which at the LHC may dominate the real photon yield up to p t ≈ 50 GeV/c [18].
Such photons are accompanied by hadrons from the jet and can be suppressed by means of an isolation
cut. Studies for the PHOS find hadron suppression due to isolations cuts of a factor about 20 in heavy
ion collisions [11]. The effectiveness of isolation cuts for the EMCal is under study, and preliminary
studies show that isolation cuts are effective in p–p and quenched Pb–Pb collisions for γ energies larger
than 10-20 GeV. In this section we restrict our discussion to EMCal capabilities for discriminating direct
photons and π0 at high pt using the shower shape, which discriminates two merged showers due to a π0

from a single shower due to a direct photon. The shower-shape ellipsoid is calculated using logarithmic
energy weighting, and the discrimination is based on the length λ0 of the major axis of the ellipsoid.
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To study the EMCal performance, π0 and isolated photon distributions were embedded in p–p and Pb–Pb
background events and subjected to full GEANT simulation, including conversions and showering in the
material in front of the EMCal. The shower reconstruction algorithm applies appropriate tower thresholds
to suppress backgrounds due to the underlying event (the threshold is higher in central Pb–Pb than p–p).
PHENIX at RHIC has measured inclusive direct photon yields in p–p and heavy ion events with system-
atic uncertainties ∼10%. Direct photon measurements at the LHC will be substantially more challenging
however, because of the marked decrease in the ratio of γ to π0 yields with increasing

√
s in the pt range

of measurement. The situation for 5.5 TeV Pb–Pb collisions is somewhat more favorable than 14 TeV
p–p given the expected large suppression of π0 yields due to jet quenching and the lower

√
s. Current

theoretical calculations predict π0 suppression factors of 5-10 in central Pb–Pb collisions at the LHC. In
the studies reported here we assume a (conservative) π0 suppression factor of 5.
Figure 8.11 shows the γ/π0 yield ratio for 14 TeV p–p (left) and 5.5 TeV central Pb–Pb collisions (right).
The open symbols are expectations from NLO pQCD calculations. The Pb–Pb case additionally includes
the π0 suppression factor of 5. (The Pb–Pb ratio is also larger because the NLO calculation predicts an
increase of a factor ∼ 1.5 in this ratio at 5.5 vs. 14 TeV.) The filled symbols show the same ratio for the
fully simulated events with the EMCal design granularity (tower size 6x6 cm2), utilizing shower shape
discrimination to reject π0’s. An enhancement of the ratio is seen for both systems up to ∼30 GeV, due
to rejection of the π0 yield which reduces the denominator. In the Pb–Pb case the ratio approaches unity
over a significant pt range.
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Figure 8.11: Performance of EMCal for γ/π0 discrimination at design granularity: γ/π0 ratio for 14 TeV p–p (left
panel) and 5.5 TeV central Pb–Pb collisions (right panel). Open symbols are NLO pQCD predictions; a factor 5
π0 suppression due to jet quenching is also assumed for the Pb–Pb case. Filled symbols show the same ratios from
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The cut on λ0 in this calculation is somewhat aggressive, favoring purity of the photon sample at the
expense of a ∼ 10% relative reduction in the photon efficiency compared to the maximum achievable.
Such an approach is appropriate for the γ+jet coincidence measurement, where precise control over the
photon efficiency is not paramount, but careful systematic study and optimization of this cut must be
carried out for the actual measurement. Figure 8.11 illustrates the discrimination power of the EMCal
using this technique.
A study with the EMCal tower dimensions doubled in both directions (i.e., 12×12 cm2), thus reducing the
channel count by a factor of 4, shows that this granularity does not provide significant π0/γ discrimination
in the pt region of interest, and such measurements would be severely limited by such a design. The p t
region over which the π0’s could be identified would be reduced by at least a factor of two compared to
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the design granularity capabilities.

8.6 Heavy Flavor and High pt electrons
The propagation of massive quarks in dense QCD matter is a very active area of research. Interest in this
topic was initiated by the suggestion of Dokshitzer and Kharzeev that radiative energy loss for a charm
or bottom quark may be suppressed due to the “dead cone effect”, which also governs heavy quark
fragmentation [19]. More recent theoretical studies have confirmed and refined this prediction [20], but
measurements of high pt non-photonic electrons at RHIC have found no evidence to date of anomalous
“liberation” of high pt heavy quarks [21].
At higher momentum the dead-cone effect is negligible but a difference in energy loss between jets
led by B- or D-mesons (quark jets) and light hadrons (dominantly gluon jets) is still expected due to the
difference in color charge of gluons and quarks (factor 9/4) [22]. The study of heavy quark jet production
over a broad energy range therefore provides key tests of the mechanisms underlying partonic energy
loss.
Speculative calculations of jet quenching in strongly-coupled gauge theories (but not QCD) using the
AdS/CFT correspondence [23] predict observable differences at the LHC between massive quark propa-
gation in a weakly coupled plasma, calculated using pQCD, and a strongly coupled plasma [24]. While
such calculations are at present controversial in the theory community, they continue to provide new
ways to look at QCD matter and new ideas for observables accessible to experiment.
The ALICE Transition Radiation Detector (TRD) has good electron/hadron discrimination in the region
pt < 10 GeV/c. The EMCal extends ALICE capabilities for electron identification and measurements
in the region beyond pt ∼ 10 GeV/c. In this section we present the EMCal capabilities for electron
identification, and for measuring electrons from b-quark decays.

8.6.1 Electron/Hadron Discrimination
Figure 8.12 shows the expected electron yield within the EMCal acceptance for one month of LHC
heavy ion operation, calculated using PYTHIA simulations for p–p and scaling the cross section by
A2, assuming Pb–Pb luminosity of 0.5 mb−1s−1 and effective data-taking time of 106 seconds. Only
“trackable” electrons that generate hits in the TPC are included (this excludes electrons from conversions
in the TRD and TOF). The various components of the inclusive electron spectrum are shown. There is
significant electron yield in the EMCal acceptance out to pt ∼ 50 GeV, setting the momentum scale over
which electron/hadron discrimination must be carried out.
Figure 8.13 shows the ratio of hadron to electron yield vs. pt predicted by PYTHIA, for trackable
electrons from all sources (open symbols) and from B-decays only (filled symbols). It is evident that a
hadron rejection factor greater than ∼ 400 is required for robust electron measurements at high p t. It is
also clear from the figure that B-decays comprise a large fraction of the reconstructed electron population,
a point we return to in greater detail below.
The principal tool for discriminating electrons from hadrons at high p t is measurement of the ratio p/E ,
where E is the shower energy measured in the EMCal and p is the track momentum measured in the
ALICE tracking system. To investigate the ALICE capabilities for electron/hadron discrimination, elec-
trons and charged pions were embedded in central Pb–Pb events and passed through full GEANT sim-
ulation and complete event reconstruction. The analysis involves extrapolation of the charged tracks
(helices) to the EMCAL, matching to the nearest EMCAL cluster with a maximum distance of ∆R =
√

∆φ2 +∆η2 < 0.02. Figure 8.14 shows that electrons and hadrons are separable using p/E discrimina-
tion and that high efficiency can be obtained in the heavy ion environment.
Figure 8.15 shows the rejection factor for pions (inverse of efficiency) as a function of p t for 80% and
90% electron efficiency. In light of Fig. 8.13, it is seen that sufficient hadron rejection can be obtained in
heavy ion collisions for pt > 10 GeV/c using the p/E technique.
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8.6.2 Measurement of Heavy Flavor Electrons

Figure 8.12 shows the expected yield of identified electrons above a given p t cut in one month of Pb–Pb
running (∼ 106 seconds) at 5.5 TeV, including electron components from specific physics processes and
from conversions in material. Electrons from B-decays dominate the electron spectrum in the p t range
5−30 GeV/c, while above this range W-decays dominate. There is a measurable yield of electrons from
B-decays up to pt ∼ 50 GeV/c.
We have used a NLO-tuned PYTHIA simulation to investigate the kinematics of B-jets decaying semi-
leptonically to electrons. Figure 8.16 shows the differential spectrum for electrons with p t < 10 GeV/c,
corresponding to the TRD capabilities, and pt > 10 GeV/c, corresponding to unique EMCal capabilities.
With the additional requirement that the leading electron be associated geometrically with the jet, falling
within a cone dR =

√

∆φ2 +∆η2 < 0.2 of the jet axis, the cross section for pt > 10 GeV/c dominates at
high pt.
The EMCal trigger and electron identification capabilities enable ALICE measurements of B-jets up to
E jet = 80− 90 GeV in one month of Pb–Pb running. The good geometrical correspondence of a high
pt electron with the direction of the B-jet (note the similarity of the red curves in the two panels in
Fig. 8.16) corresponds to a bias for given electron energy that the unobservable energy carried by the
neutrino be small on average. In the case of significant energy loss, such a “fragmentation” bias will
generate a geometrical bias familiar from leading particle-triggered jet quenching studies at RHIC (small
path length in medium, corresponding to small energy loss). Interpretation of electron-trigger spectra
in terms of heavy quark energy loss will therefore require careful theoretical modeling to assess these
biases.
Isolation of electrons specifically from heavy quark decays requires additional discrimination by means
of a displaced vertexing method (“DVM”). This method relies on the fact that bottom decays typically
produce a large number of charged particles by decaying via charm mesons to lighter hadrons. Hadrons
with the largest pt are correlated in phase space and point back to a common, displaced vertex. Re-
construction of the semi-leptonic displaced vertex (using the electron and one additional hadron from
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the decay) consistent with the B-meson lifetime provides a powerful tool for discrimination of heavy-
flavor electrons from non-heavy flavor electrons. This method has been used successfully by CDF in
identifying bottom contributions in semi-leptonic muon decays [25].
The ALICE Inner Tracking System (ITS) has excellent vertexing capabilities. To implement the DVM
method, a large pt electron is used as a trigger. The algorithm searches for intermediate p t hadrons (with
pt > 0.5 GeV/c) from a common, displaced (secondary) vertex within a cone of dR < 1.0 of the trigger.
A minimum of 4 (of 6) ITS hits are required on each track to ensure sufficient spatial resolution of the
secondary vertex. Once a pair is found and their displaced vertex determined, the bend-plane projection
Lxy is calculated as

Lxy =
r · pe+h
|pe+h|

= |r| · cos(θ) (8.1)

where r is the vector between the primary and secondary vertex and p is the 3-momentum sum of the
hadron + electron. The distribution of this quantity is symmetric around zero for random background,
but strongly biased towards positive values for real decays. By isolating the non-symmetric (positive)
component of the distribution one can further reduce backgrounds. Imposition of an invariant mass cut
suppresses direct charm decays. More details can be found in Ref. [26].
We have studied the DVM method in a full GEANT simulation of ALICE, including ITS response.
Figure 8.17 shows the relative fraction of various components of the identified electron spectrum vs.
pt, obtained from ratios of the electrons in Fig. 8.12. Without vertex constraints, B-decay comprises
about 60% of the total. A displaced vertex cut of Lxy > 600 µm and electron-Kaon invariant mass
threshold of 1.7 GeV generates the dot-dashed curve in the figure: this population is 99% due to B-
decays, with ∼ 70% efficiency. From this study we conclude that the DVM method, combined with the
PID capabilities of the EMCal, provides efficient and pure identification of semi-electronic B-decays.
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9 Integration and Implementation

9.1 Mechanical Support Structure (CalFrame)

9.1.1 General

The EMCal weighs approximately 90 tons, or 8 tons per super module. It is supported on a support
structure (CalFrame) that in itself weighs about 25 tons. The full weight of the EMCal and its support
structure is transferred to the ALICE magnet via two pre-existing I-beams that span the length of the
magnet as shown in Fig. 9.1. The CalFrame was fabricated at a manufacturing company in Italy and was
completed in early 2007. Figure 9.2 is 3-D CAD model of the fully assembled CalFrame. Figure 9.3
shows a photograph of the CalFrame fabrication process.

Figure 9.1: Photograph of the ALICE magnet showing the EMCal support structure I-beams. The lower and
upper I-beams which support and position the CalFrame are visible at approximately 8 o’clock and 1 o’clock
respectively.

The CalFrame was assembled and load tested at CERN prior to installation inside ALICE in May 2007.
The CalFrame was designed to incorporate rails for the insertion and removal of super modules during
later installation windows.
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Figure 9.2: The EMCal mechanical support structure (CalFrame) fitted with rails, ready to receive super modules.

Figure 9.3: The CalFrame in the process of assembly (left) and fully assembled (right).

9.1.2 CalFrame Design Constraints

The volume of the EMCal and its support structure is bounded from the IP between 4320 mm and
5400 mm radially and ±3500 mm axially. The azimuthal envelope is set by the two support I-beams as
seen in Fig. 9.1. This envelope includes the stack up of all fabrication tolerances and deflection of the
CalFrame and the support I-beams when the system is fully loaded with all super modules. The pre-
existing I-beams are supported from their ends on the ALICE magnet return yoke with its support span
of approximately 10 meters. The lower I-beam is designed to provide the full vertical and horizontal
load reaction at the bottom of the CalFrame. The top I-beam is designed to provide limited horizontal
reaction and no vertical reaction. Therefore, the CalFrame is designed to contact the upper I-beam via
slip pads to eliminate vertical loading on the top beam.
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Finite element analysis of the pre-existing I-beams indicated that the I-beams will experience excessive
deflection and rotation if the EMCal load was applied at ±3500 mm. Therefore, the design of the
CalFrame was modified to add outriggers at the top and bottom to increase the load span and reduce the
overall system deflection and rotation. This addition of outriggers increased the complexity and cost of
the CalFrame.
The CalFrame itself was designed to occupy minimum radial space so as to maximize the radial space
available for the super modules, and yet to keep the radial deflection of the CalFrame to a minimum.
Since the CalFrame is radially thin, there was never any question of excessive material stresses, provided
that the frame design does not exceed the maximum allowable deflection. The CalFrame is modeled after
the fuselage of an airplane or the hull of a ship. Figure 9.4 shows a 3-D CAD model of the CalFrame
without the external skin. The outer skin is attached to flanged ribs which are in turn separated by
stringers which keep the skin from having large deflections between flanges.

Figure 9.4: 3-D CAD model of the CalFrame without the external skin.

9.1.3 Super Module Crate and CalFrame Interface
The interface between the super module crate and CalFrame support structure is provided by rails
mounted to the under surface of the CalFrame, and roller fitted carriages mounted on the super mod-
ule crates. Each super module slides on 2 U shaped aluminum rails, and is fitted with 8 carriages. The
U shaped rails are custom extrusions that have been made for the EMCal with dimensions 125×92.5×
17.5 mm3. The raw material is 6106 T6 aluminum alloy which performs with a confirmed yield strength
of 240 MPa. The extrusion process allows considerable savings on raw material cost and machining time
for the rail fabrication. The full set of EMCal rails was delivered in June 2006.
The rails are fixed on the CalFrame through support pads which are L shaped and made from sand cast
aluminum alloy (AC-42000). Support pads and fully equipped parallel rails were delivered already in
2006. Figure 9.5 shows the support pads used to mount the rails to the CalFrame and the first fully
assembled set of rails. Figure 9.2 shows the final CalFrame design with all the rails in place and ready to
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receive super modules.

Figure 9.5: Left: Pad support used to mount rails on CalFrame. Right: Set of two rails before assembly on
CalFrame.

The carriage parts that allow the super modules to slide into the CalFrame on the rail system are made
from sand cast aluminum alloy (AC-42000). The wheels are made from stainless steel with bearings
made from PEEK resin. Figure 9.6 shows a carriage assembly attached to the super module crate.

Figure 9.6: Carriage with rollers for installation of super modules into rails.

9.1.4 CalFrame Structural Analysis
A finite element model of the CalFrame was developed in ANSYS WorkBench to study the structural
performance of the CalFrame and the support I-beams. The model was used to optimize the design to
reduce material weight and fabrication cost. The FEA models were verified by a team of engineers. The
boundary conditions applied to the support structure and the two support beams are:

1. The upper end of the CalFrame has only a horizontal reaction applied to it by a horizontally-
oriented upper I-beam.
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2. The lower end of the CalFrame has both vertical and horizontal reactions applied by a vertically-
oriented lower I-beam.

Deflections and stresses were then calculated for static and seismic conditions as specified by the CERN
site-specific vertical and lateral acceleration of 0.115 g. When the EMCal is fully loaded, the calculated
maximum radial (actually vertical) deflection in the CalFrame alone is less than 25 mm and is located at
the 12 o’clock location. This is an acceptable deflection; however, when initial deflections in the upper
and lower support beams were considered, the maximum total system deflection and translation sums up
to about 120 mm. The bulk of this deflection is due to the horizontal deflection and rotation of the support
beams. Furthermore, the FEA results showed that the maximum stress in the lower support I-beam was
close to the allowable stress for the 304LN material. In order to reduce this high deflection and stress
several design changes were implemented:

1. Reduced the detector weight by approximately 15% by decreasing the EMCal radiation thickness
by 15% with no impact on the physics performance. The full detector weight is now approximately
90 tons.

2. Moved the CalFrame I-beam interface points closer to the I-beam anchor locations by adding
outriggers to the CalFrame to reduce overall deflection and stress in the I-beams.

3. Reduced the weight of the CalFrame itself by about 3 tons by using thinner SS plates.

4. Provided means for adjusting the position of the CalFrame after we complete the installation of
the CalFrame in order stay within the assigned envelope.

9.1.5 FEA Model Description
At first, a general analysis of the frame was done using a relatively rough mesh as shown in Fig. 9.7.
This model was used to determine the deflection of the model, as well as to highlight any areas of high
stress. However, because of the coarseness of the mesh used in the model, the local stresses calculated
with it were treated with caution.
Several more analyses were then done, where the mesh density was increased in the high-stress areas
highlighted by the first analysis. Also, stand alone analyses of all welded joints with appropriate safety
factors were performed. Combining the results of these analyses, it was possible to determine that the
structure is safe. It should be noted that the frame was analyzed separately from the support beams.

9.1.6 Analysis Results - Static Case
In the final model, the maximum vertical deflection of the frame when loaded by gravity and 86,000 kg
of detectors is 29.5 mm. The deflection of the frame and the supporting beams is shown schematically in
Fig. 9.8. Adding all of these deflections together, the total vertical deflection of the CalFrame is estimated
to be 63.9 mm.
The allowable stress in the structure under static loading, once all safety and load factors have been taken
into account, is 118.5 MPa in the region of the welds, and 134 MPa elsewhere. The maximum stresses in
the frame under static loading are compressive, and can be found at the top of the bottom outriggers, and
in one of the shear plates. Figure 9.9 shows these areas (colored in blue). As can be seen, the stresses are
all well within the acceptable limits.
As mentioned previously, a separate analysis was done for the support beams. The maximum global
stresses calculated in the bottom support beam are in the region of 125 MPa. This value increases as the
feet are adjusted in the x or y directions, but the stresses remain below the critical value.
The stresses in the top beam are calculated to be 112 MPa for the static case. The y-direction adjustment
of the CalFrame anchors at the lower beam should ensure that the static load is always carried though the
neutral axis of the upper beam.
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Figure 9.7: Coarse mesh FEA of the CalFrame.

Figure 9.8: Deflection of the CalFrame and the supporting beams in the static case.

9.1.7 Analysis Results - Seismic Cases
With CERN being located in a seismically active region, the CalFrame and its support beams have to
withstand seismic loading. Pseudo-static analyses were carried out to determine that the structure will
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Figure 9.9: Maximum compressive stresses in the CalFrame under static loading.

not collapse in the event of an earthquake of normal magnitude for the region.

Figure 9.10: Plastic strain in the bottom outrigger during seismic loading.
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Generally, the load in the CalFrame itself is relatively low, and the critical points are the support beams
and the bottom outriggers. The bottom outriggers especially are severely affected by lateral excitation in
the direction of the beam-axis. Thus, the three cases that cause the highest stresses in the aforementioned
areas were analyzed:

• Bottom beam loading: The highest stresses developed in the bottom support beam during seismic
analyses was 205 MPa. This is less that the yield stress of 304LN steel (270 MPa), and the beam
is thus safe.

• Top beam loading: The highest stresses developed in the top support beam during seismic analyses
was 194 MPa. This is less that the yield stress of 304LN steel (270 MPa), and the beam is thus
safe.

• Bottom outrigger loading: The stresses in the bottom outrigger can reach a level where plastic
deformation occurs. A plastic analysis was therefore carried out. Figure 9.10 shows the maximum
plastic strain predicted in the outrigger, which is 0.0015. While it would be preferable to have no
yielding at all, it is clear that the plasticity is local, and that the structure is safe.

9.1.8 CalFrame Load Test
Before the CalFrame was lowered into the ALICE cavern for installation inside the L3 magnet (Novem-
ber 2007) a number of assembly and test activities took place in the surface halls at Point 2.

Figure 9.11: Configuration for the CalFrame load test.

Most of the CalFrame is not very highly stressed. The exceptions to this are the outriggers and the area
of the frame near to them. A sketch of the load test configuration that can simulate the deflection of the
CalFrame under full load is shown in Fig. 9.11. Figure 9.12 shows the load test setup using spreader bars
and dead weight at the top and in the mid-section of the arch. The critical dimension that would indicate
the deformation of the CalFrame when it is fully loaded is the cord dimension of the CalFrame. This
dimension, shown in Fig. 9.13, was measured before, during, and after the load test. Two data points
were recorded at different times before loading the CalFrame to set the zero reading. One data point
was recorded when the CalFrame was loaded, and finally, a data point was recorded after the load was
removed to see if the cord dimension would return back to its undeformed position. The total change of
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Figure 9.12: Setup used for the CalFrame load test.

the CalFrame cord was measured between 8 and 16 mm, and the estimated value from FEA is 12 to 16
mm. This test confirmed the structural integrity of the support structure.

Figure 9.13: Cord dimension measured to record the CalFrame deflection during load test.

After the load test was completed, the Calframe was moved inside one of the surface buildings for the
alignment test and installation of cable trays, electrical services, and water cooling manifolds.

9.1.9 Installation of the CalFrame Inside the L3 Magnet
Installation of the CalFrame inside the L3 Magnet is presented in Fig. 9.14 via several photographs
that show the delicate process of lowering of the CalFrame into the Point 2 shaft and installation and
alignment inside the L3 magnet.
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Figure 9.14: Photographs of various steps of the installation of the CalFrame.

9.2 Insertion of Super Modules into CalFrame
9.2.1 Mechanical Design of Insertion Tooling

Insertion of all of the EMCal super modules into the CalFrame takes place from the open end of the
ALICE detector. An insertion tooling was designed to accomplish this task without impacting detector
and beamline machine elements located in front of the EMCal support structure (CalFrame). Therefore,
the insertion tooling allows for installation of the 8 tons super modules into 6 azimuthal positions inside
ALICE, starting from a location outside of the L3 ALICE magnet and 3 m away from the sliding rails
located on the CalFrame. The insertion tooling has to locate each super module at the correct x, y, z,
(location accuracy better than 1 mm) and φ angle, prior to sliding the super module into the CalFrame. A
dedicated tooling was designed for the purpose to insert EMCal super modules into ALICE. The super
module insertion tooling shown in Fig. 9.15 features a handling device to put the super module into the
insertion tooling, a rotator located outside of the ALICE L3 magnet for the φ angle orientation, a bridge
to connect the rotator with the CalFrame, and a hydraulic system to move the super module into and out
of the CalFrame. Figure 9.15 shows the CAD model of the insertion tooling connected to the CalFrame
at the 12:00 o’clock position. The total length of the insertion tooling is 10400 mm and the total weight,
including the super module, is 14 tons. The insertion tooling is mainly made from standard steel beams
welded together and from U shaped rails similar to the ones installed inside the CalFrame.
A FEA analysis was done with cross check calculations made at CERN. Both calculations show a max
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Figure 9.15: Left: Super module insertion tooling. Right: Attached to the CalFrame at 12 o’clock.

stress in the weld structure of 100 MPa for the 12:00 o’clock position, and 140 MPa for the 9:00 o’clock
position. The insertion tooling design was completed in 2006 and fabrication drawings were edited
through July 2007. The order was placed in August 2007. In order to reach the EMCal location without
disturbing the detector and accelerator components, a platform constructed of concrete block will have
to be erected. Figure 9.16 shows a schematic representation of the super module installation platform at
the 12:00 o’clock position. The insertion tooling was delivered to CERN in February 2008. An insertion
test inside ALICE was conducted in May 2008 to qualify the performance of the insertion tooling and
insertion procedures. Figure 9.17 shows the super module crate insertion and removal test at the 9:20
o’clock location of the detector.

Figure 9.16: Two views of installation of a super module into the CalFrame at 12 o’clock with/without ALICE
magnet shown.

9.3 Services, Access, and Maintenance
9.3.1 Services
In routine operation, the EMCal requires services consisting of LV DC power, HV (400V) DC power,
and cooling water. The integration plan and hardware implementation for these services are complete.
Figure 9.18 shows the schematic layout of the EMCal control circuit described in more detail in Chap-
ter 4.
Cooling water is routed from the chiller to the two ends of the CalFrame where it branches to a manifold
that runs along the end surfaces of the CalFrame. Leak-less outlets along the length of this manifold
provide cooling water to the electronics crates located at the end of each super module described in
Section 3.5.1. The electronics crates are the only locations where cooling water is used on the EMCal. In
particular, no water is brought out onto the back surfaces of the super modules. The cooling water flow
is sized to remove all power dissipated in the electronics crates.
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Figure 9.17: Photograph of the super module insertion tool attached at the 9:20 o’clock location.

Figure 9.18: Schematic diagram of the EMCal Detector Control System.

Low voltage DC power is routed from allocated rack space to the two ends of the CalFrame. At that
point the low impedance cables terminate in LV patch panels on the CalFrame. From there, secondary
cables are run in cable trays along the end surfaces of the CalFrame to low voltage distribution blocks
mounted adjacent to the electronics crates. Figure 9.19 shows the services installed on the CalFrame
prior to insertion of the CalFrame into ALICE including the cable trays, water cooling manifolds, LV
cables and distribution blocks, and other service cables.
The high voltage for the APD bias is supplied with a single channel of 400V supplied to each group of 9
FEE cards on an RCU branch. The individual bias to each APD is controlled and regulated on the front
end boards located in the electronics crates (see Section 3.1.4).
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Figure 9.19: Cable tray showing low voltage cables and distribution boxes on CalFrame.

9.3.2 Access and Maintenance
Access to the EMCal is limited but sufficient for safe and reliable operation of the detector. Electronics
crates, located at the ends of the super modules, are accessible for service even during relatively short
access to the ALICE cavern. Front end electronics cards are easily removed for service. During short
access, the ALICE doors will remain closed, and the ALICE volume will be a confined space (cf. Safety
Code A4). Generally any access to the EMCal will require the use of a safety harness and the relevant
safety training.
The back surfaces of the super modules, however, which contain the APDs, charge sensitive preamps,
are not accessible once a super module is installed. Maintenance of components on the back surfaces
of the super modules can only be performed during shutdown periods when sufficient time is available
to withdraw a super module using its installation tooling. Fortunately, all of the components that are
accessible only from the rear surface of the super module are robust and unlikely to need service.

9.4 Safety Considerations.
The EMCal project team is fully committed to the safe construction, installation, and operation of the
EMCal as a component of the ALICE suite of detectors. Our primary goal is to ensure the safety of all
personnel involved in the project but also to control risks, to the greatest extent possible, that might result
in damage to the EMCal, other ALICE detector systems, or the environment.
The EMCal itself poses no safety hazards beyond those typical of other ALICE detector systems. Indeed,
it presents far fewer hazards than most typical detector systems. No gasses of any kind are required for
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EMCal operation and both HV and LVDC requirements are modest.
Temperatures on the critical components of the front end electronics - the only location of any significant
power dissipation - are continuously monitored. In addition, located as they are within the ALICE
magnet volume, the EMCal electronics crates are covered by ALICE’s common smoke detection system
(SNIFFER).
No flammable materials are used in the EMCal construction with the exception of polystyrene plastic
scintillator. This material is, however enclosed in stainless steel containers within the detector in a
manner that removes it from any source of oxygen for combustion.
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10 Planning and Organization

10.1 Schedule
The schedule for the construction and the installation of the EMCal is driven by the startup of the LHC,
and the shutdown periods to come, and by the physics which will be addressed in the first years of
LHC operation. At present no heavy ion run at the nominal luminosity is foreseen before 2010. The
installation of the EMCal support structure inside the ALICE magnet has been completed in 2007 and
an insertion test of a dummy super module has been successfully performed in 2008 in the final position
inside ALICE. All the services (cables, water) are already in place.
An extensive detector and electronics R&D program conducted during 2005, 2006, and 2007 described
in this document has fixed all detector parameters and an integrated system test including final electronics
has been conducted with hadron, muon, and electron beams. In particular, since the Technical Proposal of
two years ago, the final detector design has been completed. Sixteen pre-production prototype modules
have been tested at the CERN SPS and PS test beam areas. The final detector design has been completed
and the massive production and module assembly is already started.
During the last few years, funds and resources for the R&D program, for the assembly and construction
tools, for the prototypes, for the support structure, and for the services has been already assigned by DoE
(2005-2007), IN2P3 (2006-2007) and INFN (2006-2008).
In mid of 2007 the scientific council of IN2P3/CNRS has already fully approved the French part of the
project which is equivalent to about 1.5 super modules cost and labour. The US DoE has approved by
end of 2007 the US part of the project which corresponds to about 8 super modules. INFN has supported
up to now the equivalent of about 0.5 super module and the request for the final and full approval has
been submitted.
Presently, two complete super modules are expected to be ready and likely to be installed in February
2009 to have them in ALICE during the first Pb–Pb run in 2009. This will allow to commision the EMCal
and to obtain first physics results for γ, π0, and electron production at high pt.
Following this, physics opportunities suggest that at least half of the full EMCal should be completed
and installed in the winter shutdown between 2009 and 2010 in order to have sufficient acceptance to
begin the study of jet physics in the 2010 run. Finally, the complete EMCal should be ready for the 2011
run.
This construction and installation schedule is technically feasible within the present EMCal Collabo-
ration, but it depends critically on the funding profile to the project. Any acceleration of funding will
have a strong impact on the early potential of the project for jet physics since the jet acceptance strongly
increases with angular coverage, and is optimal only for the full EMCal acceptance. The overall work
program and schedule for the calorimeter project is summarized in Table 10.1.

10.2 Cost Estimate
The cost estimate for the full EMCal project scope is summarized in Table 10.2. The cost estimate is
based on present quotations obtained from industrial vendors and on the already purchased material. A
large fraction of the cost will be in the electronics whose cost evaluation is mainly based on the cost of
the PHOS electronics, and includes spares and contingency. The support structure cost already installed
is included. Only items which are exclusive to the EMCal are included in the table, while items common
to all ALICE sub-detector (DAQ, offline, etc.) are not included. Labour costs are not included. The
R&D money allocated by DoE, by INFN and by IN2P3 is not included. Also not included are the labour
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Table 10.1: Milestones for the EMCal project.
Task Milestone
Installation of services done
Installation of support structure done
Engineering design for the detector done
Engineering design for the electronics done
Mass production for the detector started
Mass module assembly started
Installation of first two SM 2/2009
Commissioning with p–p beam 4/2009
Start of γ,π0,e physics 6/2009
Installation of next four SM 2/2010
Start of jet physics 2010
Complete installation 2/2011
Jet physics at full luminosity and acceptance 2011

work and the travel money already allocated by the funding agencies.

Table 10.2: Project cost estimate for the EMCal detector itself, electronics, conventional systems, infrastructure
and installation, and calibration and test facilities.

Detector system Cost (kCHF)
Mechanics 635

Working Tools 1050
Detector 4278

Electronics (∼ 13 K channels) 2485
Conventional Systems 1246

Infrastructure and Installation 597
Cosmic and Beam Test Facility 344

Total Detector Cost 10635

10.3 Responsibilities
The EMCal is a common project shared and jointly managed by several US and EU institutions. WSU
has scientific responsibility for the full project, and presently represents the project within the ALICE
Technical Board. The EU responsibility is equally shared between LNF and SUBATECH, which also
act with deputy responsibility for the project. The overall Technical Coordination is from LBNL. The
EMCal project is administered by a Management Board which is responsible for the overall coordina-
tion of the three national efforts contributing to the project to insure the most efficient utilization of
resources, monitor technical matters bearing on design, fabrication and quality control, and to nurture
the development of the combined EMCal scientific program within the ALICE Collaboration.
Presently the project consists in 11 super modules (more precisely, 10 + two 1/3 super modules), 3 of
them will be mainly provided by EU countries and 8 mainly by US. Several common items will be
efficiently shared. A breakdown by institution of the responsibilities for the different subsystems of the
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ALICE EMCal is shown in Table 10.3 below. The responsibilities will include all technical and financial
aspects of the project, from R&D and design, to construction, assembly, and operation of the equipment.

Table 10.3: Primary institutional responsibilities within the EMCal project.
General Mechanics Catania, LPSC, SUBATECH, WSU
Tooling LPSC, LNF, SUBATECH, WSU
Module Construction and Assembly Catania, LNF, SUBATECH, WSU
super module assembly LPSC, LBNL, Yale
APD procurement and test ORNL, Catania, Houston.
Readout Electronics CERN, ORNL, SUBATECH, Knoxville
Trigger CERN, LPSC, Jyvaskyla, Helsinki, LBNL, ORNL
Offline Catania, LNF, SUBATECH, IPHC

WSU, Yale, LBNL, ORNL, Jyvaskyla, Helsinki
Online Creighton, IPHC, Knoxville, ORNL, WSU
Infrastructure and Integration CERN, SUBATECH, LBNL

The participating national groups agree to make all effort to carry out their responsibilities as outlined
above. Very recently a group from Finland joined the project. Additional US institutions and a group
from Sao Paulo (Brasil) are in the process of joining the ALICE-EMCal collaboration. The project is
also open to future collaborators from other countries.
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